
RHIC Physics Run Fy04 (2003 -2004)
Power Supply Maintenance Records / Estimated Times

Items:
Tech Time in 

Minutes
Est. Down Time in 

Minutes

50 amp Correctors 971 468
60 amp Correctors 60 0
150 amp tq Suncraft 212 609
150 amp IR Suncraft 50 0
300 amp IR Suncraft 20 109
Dynapower 453 814
Gamma-T 225 165
Housekeeping Power Supplies (HKPS) N/A N/A
Ice Team Reports 190 0
Main Power Supplies, Building 1004B 1171 1633
Quench Protection Assemblies (QPA's) 465 361
6KA Quench Switches, Building 1010A 692 190
UPS Battery Replacement N/A N/A
Sextupole; Bruker Supplies 235 333
Snake and Spin Rotators Power 10 80 473
Maintenance Records & Miscellaneous 5700 6546

Total Minutes: 10524 11701

Total Hours: 175.4 195.02

Total Days: 7.31 8.13

Report Log Maintained by Gregory P. Heppner



RHIC Physics 2003-2004
50 amp Corrector Power Supply Summary Report

Date Time In I-dent
S/N-

Removed New S/N Alcove Rack Initial Analysis Performed Final Cause Fault ID
Tech Time 
in Minutes

Est. Down 
Time in min.

3-Dec 10:20:10 bi12-qs3 1A 1 Tripped, reset so will monitor for now. Reset Error 0 Non-Physics

8-Dec 16:40:00 yi7-octd 126 650 7C 4 Will not go into standby in remote.

s/n 126 Replaced defective OPTO 404, standby 
command on the rear panel digital board. 
(Component Type: CNY17 Opto-coupler) Error 55 Non-Physics

9-Dec 16:13:05 yi11-tv14 298 309 11C 6

History: would fail on Standby-Error several times . 4X on Dec 7 and 
2X on Dec 8.  Put on the list, opportunity allowed for replacement 
on Dec 9.  

s/n 298  Removed C623 in the Under Voltage lockout 
circuit located within the HKPS, part of the IC605 
circuit.  Oven Test for weeks!  Supply still would fail 
so: Tech report 4-23-04:  Replaced R35 & C36 of the 
FGCS Board, cleaned the current sensore head and 
mating pins, added 1K resistor to IC736 (pin 1 to pin 
8 {+5vdc}) and disabled the Under Voltage circuit as 
per current method (R. Kurz) Error 60 Non-Physics

11-Dec 0:44:29 yi2-tv14 3A 6

MCR: RHIC corrector power supply yi2-tv14 tripped and was reset 
remotely. Snapshot indicated AC Power, Standby, Remote.  
However, the plot indicates that the supply had gone to the Off 
state.  There is a question as to the data at the top of the PS Plot as 
to which is correct.  Don Bruno to look into further with Controls. Reset Error 0 Non-Physics

12-Dec 6:52:20 bi4-tv4 5A 5

Tripped on error signal (4X) during the following times (05:35:25, 
06:03:22, 06:13:05 and 06:52:20.  Had gone to Off (1X) at 05:38:57 
not because of a error fault but because it was told to do so from an 
operator)  Don had MCR cycle the unit to off after the 06:52:20 error 
fault and now it has been running ever since. Ref to 2-Jan @ 16:25:09 Error 0 Non-Physics

12-Dec 13:24:58 bo10-tv11 87 655 11A 5

Tripped on error signal (6X) during the following times (08:23:03, 
08:33:51, 10:58:51, 12:07:47, 13:07:15 and finally no longer able 
to reset at 13:24:58)  MCR notified Power Supply Group, supply has 
been swapped out.

s/n 087  has been modified by lifting pin 5 of IC-
605B from ground and putting it onto the junction of 
R609 and D605 ( pin 2 off IC-605A.  Part of the 
undervoltage circuit) Replaced Error 75 Non-Physics

22-Dec Maint bo3-th8 563 656 3C 5

Tripped once on Dec 20 at 22:09:32 Stby-Error and continued 
multiple times on Dec 21 from 01:54:17 to 06:41:02.  Possibly 
caused by the under-voltage circuit.   

s/n 563  Ran fine on the bench. HKPS modified, cut 
land on IC605B pin 8 to IC603 out (+18v reg).  
Installed 1.0uf cap between IC605B, pin 8 and 
ground (bypass).  Ran overnight @ 20 amps then +/- 
50 amps the following morning.  Checks good, 12-31-
03 Error Non-Physics

28-Dec 6:19:31 bi8-th11 245 126 9A 5

Don Bruno: snapshot shows the current and voltage taking off on the 
initial trip which was an overtemp fault. The other trips after that 
also shows the setpoint (not the wfg) taking off and then the p.s. trips 
on an error and DCOC. (6:23:01, 6:33:26, 7:12:32, 7:29:43 into 
local for swap out.  Later that evening, snapshot shows at 18:17 35, 
overtemp, error signal.)

s/n 245  Shorted by-pass cap C501 on the converter 
board loaded down the +18 on the hkps taking down 
+5vdc, affecting all.

Overcurrent / 
Overtemp

28-Dec 10:06:59 yi10-th15 527 333 11B 2

Tripped off on an error signal fault twice at 10:06:59 & 10:12:40.  D. 
Bruno asks MCR to attempt to turn on again, supply immediately 
trips upon trying to ramp the supply to its flattop setpoint.  At 12:14: 
F. Pilat completes her work with the beam.  Ramp down for access 
in RHIC to replace supply. 13:42: Machine setup resumes. CAS 
finishes. 

s/n 527  Main Fuses F501 & F502 blown.  Replaced 
and found no other problems.  Checked various 
voltages, all read good.  Ran overnight at +20 amps 
then all of the following day +/- 50 amps.  Checks 
good 12-30-03. Error 88 Non-Physics

2-Jan 16:25:09 bi4-tv4 487 245 5A 5

Trip times of 16:25:09 error, 17:11:12 error, 17:27:26 error.  CAS 
went into the tunnel to replace the supply as the next two 
timestamps of 18:22  and 19:03, show the supply had been placed 
into Local.  (Log indicates the following: 17:30: bi4-tv4.ps tripped 
off. CAS tried to bring it on locally, but failed. Don Bruno was 
contacted. He advised CAS to replace the power supply.   CAS crew 
will come to MCR for access keys. 19:00: bi4-tv4.ps repair is 
complete. 

s/n 487 Tech Repair Status: Ran over the night, next 
morning supply was still running, no faults.  So,   
modified by lifting pin 5 of IC-605B from ground and 
putting it onto the junction of R609 and D605 ( pin 2 
off IC-605A.  Part of the undervoltage circuit) This 
has become known by the repair shop as the 
"Osterlund Option" Error 90 90

12-Jan 10:35:00 bo11-tv21 491 563 11B 1

This supply had tripped to Standby Error multiple times (Jan 11: 
16:17:18, 18:13:50, 18:28:11, 19:02:48 and 19:52:04.  On Jan 12: 
05:39:20, 08:29:43, 08:41:03 and 08:45:46 before being replaced.  
(Note: The new supply S/N 563 has been modified whereas the 
unfiltered 21vdc supply to IC-605B has been removed and replaced 
by the filtered / regulated =18vdc from IC-603, with the addition of 
a 1.0uf cap on pin 8 of IC-605B to Common.  See Rich Kurz for 
documentation) s/n 491  In Repair (Techs reported slight burn smell) Error 83 83

13-Jan 8:07:48 bo10-th20 525 87 11B 1

Supply tripped twice (6:47:17 and 08:07:48 on a Standby Error.)  
Will continue to monitor for now as MCR had made no complaints.  
(Tripped again at 10:34:42 and 11:15:37 so MCR request to replace 
during Maint at 1600 hours)  (Note: Installed during Jan 13 Maint., 
s/n 087 has been modified by lifting pin 5 of IC-605B from ground 
and putting it onto the junction of R609 and D605 ( pin 2 off IC-
605A.  Part of the undervoltage circuit) Replaced

s/n 525  has been modified whereas the unfiltered 
21vdc supply to IC-605B has been removed and 
replaced by the filtered / regulated =18vdc from IC-
603, with the addition of a 1.0uf cap on pin 8 of IC-
605B to Common.  (See Rich Kurz for 
documentation) Error 75 Maint.

27-Jan Maint yo1-th18 540 525 1B 3

Tripped to standby error - Overvoltage Fault 4X during the early 
morning shift according to Snapshot at the following times of: 
1:15:09, 1:22:35, 1:25:42 and 1:31:09 before MCR tuned around.  
They decided to wait until morning before swapping out. 

s/n 540  No current feedback as a result of a burnt 
trace from L8 / R34 junction to the feedback coil of 
the current sensor board.  R35 had overheated, 
causing the damage.  Note: Engineering resulted in 
changing R35 to a 10ohm, 1w and C36 to a 0.47uf, 
reducing the current through this filter. Overvoltage 50 Maint.

29-Jan 4:14:34 bi9-tv2 9C 1

MCR A physics store was subsequently established, but was aborted 
due to a beam loss monitor permit interlock caused by the trip of the 
bi9-tv2 power supply. The supply was immediately turned on again, 
and we prepared for a new fill. After filling, a new physics store was 
achieved and continues as of the end of the shift. Reset Over Temp 0

30-Jan 7:53:15 bi9-tv2 323 487 9C 1

Second trip to Off this Run on Overtemp, supply was running at 
30.22amps at the time of the failure.  MCR was able to reset.  Later 
that day, a brief Maintenance by MCR at 1330, Team replaced 
supply and returned for repairs.

s/n 323  Shaker Test Station found wire harness 
chaffed by the Hash Choke causing the 18 volts to 
ground, dropping the 15volts and finally the 2.5v ref.  
(Chain Reaction) This was repaired but further testing 
showed all HKPS voltages were low.  Problem was 
traced to a broken wire on J508 causing the loss of 
one phase of the 208vac input to the HKPS.  
(Further: 1) Replaced R35 & C36 on the FGCS card 
and cleaned pins to the sensor head.  2) Disabled the 
under voltage circuit.  3) did the 2.5 Reference 
Modification.) Over Temp 60 Maint.

30-Jan 0:46:08 yi7-th3 7C 4
MCR yi7-th3 tripped during steering for PHENIX, causing loss 
monitors to pull the permit link.

yi7-th3-ps tripped because of a real magnet quench. 
This happened at 00:46:04. The snapshot shows the 
voltage and current reacting to the magnet 
quenching. The beam loss monitor y7-lm3.2 shows 
90rad/hr for about 3 seconds. Don Bruno Overvoltage 0

30-Jan 10:56:46 yo1-th12 435 21 1C 6

Tripped on the Over Temp and was unable to recover, Team 
waiting for MCR to clear so they can replace the power supply. Brief 
maintenance by MCR at 1330, Team went in to replace supply s/n 
435 .  Spare unit s/n 243  would overvoltage, current & voltage 
spikes.  Supply N/G, replaced with a second supply s/n 021 and all 
is well.

s/n 435  Overtemp fault was due to a shorted 
capacitor (C6) on the daughter board that loaded 
down the +18vdc from the housekeeping supply.  
Also: R35 and C36 on the FGCS was changed, 
1kohm resistor to IC736 added, P1-P8 (5vdc) and 
disabled the undervoltage circuit as per current 
methods (Don Bruno) Over Temp

30-Jan 10:56:46 yo1-th12 243 21 1C 6

Tripped on the Over Temp and was unable to recover, Team 
waiting for MCR to clear so they can replace the power supply. Brief 
maintenance by MCR at 1330, Team went in to replace supply s/n 
435 .  Spare unit s/n 243  would overvoltage, current & voltage 
spikes.  Supply N/G, replaced with a second supply s/n 021 and all 
is well.

s/n 243  Tech Report: Found nothing wrong on the 
bench, so…1) Replaced R35 & C36 of the FGCS 
Board, cleaned the current sensore head and mating 
pins, 2) added 1K resistor to IC736 (pin 1 to pin 8 
{+5vdc}) 3) disabled the Under Voltage circuit as per 
current method, 4) Modified the 2.5vref circuit. Overvoltage

30-Jan 1:10:06 yo8-th2-ps 9A 3
01:10:06 yo8-th2-ps refCurrentDiff 1.057 Amps WARNING:.9a-
ps2.A0.48:diffRefCurrentM < range error >

came up with an irefCurrentRange Error because the 
setpoint changed much too fast. This p.s. cannot 
track a setpoint that changes this quickly. The p.s. did 
not trip to a STBY - ERROR state but this 
irefCurrentRange Error did show up in snapshot.  Don 
Bruno 

irefCurrentRange
Error 0

10-Feb 12:42:26 bo7-tv7 195 659 7C 5

First trip on Feb 9 at 23:44:15 then tripped again on standby-error 
Feb 10 at 08:57:4, MCR able to reset, no action taken.  Another trip 
later in the day at 12:42:26 and no reported past history of faults 
since the start of FY04, supply to be pulled and replaced when MCR 
allows.  MCR Declares a one hour scheduled maintenance period, 
access at 2:15, replaced with s/n 659.   Ran both positive and 
negative direction to the top end, looks good, handed back to MCR s/n 195  in Repair Error 60 Maint.

21-Feb 13:05:30 bi1-th19 529 447 1B 1

The MCR reports that Bi1-th19-ps is tripping off and may have to be 
replaced. Waiting for conformation from D. Bruno and access to the 
RHIC alcove.  15:20 : bi1-th19-ps has tripped on an error fault. I 
cannot turn it on and try it because there is a store going on but it 
does look like it should be swapped out after looking at the 
snapshots. CAS has the procedure and is ready. Don Bruno  17:22: 
RHIC is at zero to replace bi1-th19 power supply. 17:50:  CAS is 
accessing RHIC to replace the bi1-th19 power supply.

s/n 529  Tech report: +30volt filter Cap C139, shorted 
to ground.  Replaced with CK06BX105K.  Also did 
C706 mod and added heatsinks to IC501 & 502. Error
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RHIC Physics 2003-2004
50 amp Corrector Power Supply Summary Report

 

2-Mar 21:09:28 bi8-th15 470 540 9B 1
Tripped on Error signal and was unable to reset.  Crew swapped 
supply out the next morning during maintenance March 3, 2004

s/n 470  Tech report: Loss of 32volt to FET board, 
problem found on the Housekeeping supply, shorted 
C633 filter cap on the +32v Reg output shorted to 
ground.  Replaced with Monolithic capacitor. Also; 
Disabled the Undervoltage Circuit and added 1kohm 
across IC736 Pin 1 to +5vdc. Error 0 Maint.

3-Mar Maint bo6-th9 574 529 7A 5

Nothing wrong with s/n 574 but was replaced for testing of a new 
modification made to the Flux Gate Current Sensor Board on s/n 
529.  (R35 changed from 1ohm to a 10 ohm, C36 changed from 
4.7uf to a 0.47uf) s/n 529, Testing of new Modification N/A 0 Maint.

3-Mar Maint yi6-tv9 402 491 7A 6

Nothing wrong with s/n 402 but was replaced for testing of a new 
modification made to the Flux Gate Current Sensor Board on s/n 
491.  (R35 changed from 1ohm to a 10 ohm, C36 changed from 
4.7uf to a 0.47uf) s/n 491, Testing of new Modification N/A 0 Maint.

3-Mar Maint yo8-tv17 338 60 9B 2

Nothing wrong with s/n 338 but was replaced for testing of a new 
modification made to the Flux Gate Current Sensor Board on s/n 
060.  (R35 changed from 1ohm to a 10 ohm, C36 changed from 
4.7uf to a 0.47uf) s/n 060, Testing of new Modification N/A 0 Maint.

5-Mar 6:34:09 bi12-qs3 1A 1 Tripped to standby error On Maintenance List (Low Priority) Error 0 0

15-Mar 3:42:44 yi7-octf 610 DNR 7C 4
Standby Error (Not Real) in Snapshot but when checking the supply, 
all is well.  Possible Node card cable is the cause for the false alarm

Maintenance March 17:  Found nothing obvious, 
replaced Node card cable, tested good. 0 0

16-Mar 13:54:24 yo4-th12 163 82 5A 6
Tripped to Standby Error once for this run. Maintenance March 17: 
Replaced Supply with s/n 082

s/n 163  Tech report: Replaced R35 & C36 of the 
FGCS Board, cleaned the current sensore head and 
mating pins, added 1K resistor to IC736 (pin 1 to pin 
8 {+5vdc}) and disabled the Under Voltage circuit as 
per current method (R. Kurz) Error 0 Maint.

18-Mar 4:19:39 yo4-th12 82 470 5A 6

5:14 : yo4-th12 tripped at 0415. We tried to bring it back on but it 
tripped again while it was ramping. MCR The collimators were 
retracted and the IRs resteered. Peggy, Analysis:  Confirmed and 
supply was swapped out during the morning day shift after beam 
dumped. Checked magnet connections at the tree (both sides of the 
din rails), checked for open circuit in the magnet (good), as soon as 
supply reached 5amps with a ramp factor of 30, the supply would 
trip to Standby-Error.   (Replaced with s/n 470)

s/n 082 (History: Techs Reported that the IC502 on 
the Converter Card as it was going into Error, no I 
Output (12-3-03)  Techs found Bad solder joint found 
under T501 (component side of circuit board)  Also 
installed a jumper from R503 to Pin 2 of the T501. Error 90 90

19-Mar 11:48:28 yi11-tv20 11B 3

The yi11-tv20 supply tripped (indicating an error signal) during the 
down ramp. During the past dump, the supply ramped from -5.97 to 
zero. During this down ramp, the supply went past zero into the 
positive direction before it tripped.  jak 12:16: This p.s. tripped on an 
error signal fault. If it continues to trip we should swap it out. Don 
Bruno Reset Error 0 0

22-Mar 8:49:45 yi11-tv20 203 527 11B 3

Weekend Update: Supply tripped again (Ref to 19-Mar at 11:48:28) 
Mar-20 at 10:48:36, Mar-22 at 01:22:55 and this morning Mar-22 at 
08:49:45.  Supply was running at Negative -6 amps and it appears 
that when the supply was ramped positive is when the supply 
tripped. (Replaced with s/n 527)

s/n 203,  Replaced R35 and C36 to new values.  
Cleaned pins and sockets of current sensor head. 
Disabled under voltage circuit. Error 45 45

23-Mar 2:33:20 bo11-th10 458 652 11C 5

Snapshot reveals that the supply had tripped to Standby Error twice 
this day.  First trip at 01:54:28 and the second at 02:33:20.  (Will 
monitor as MCR does not wish to replace it right now) Tripped four 
more times this day starting at; 11:41:19 then; 12:08:53, 12:11:20 
and 12:28:10.  Team was dispatched at 12:45 to replace supply. 
(Replaced with s/n 652)

s/n 458  Tech notes: 1) under voltaged at 192vac.  2) Current Sense 
card loads down +18v HKPS Bias {current draw more then double the 
normal}.  3) +18v loads down +21v to +17vdc causing lower under volta
circuit to threshold.  4) Load correlates with signal across R35 & C36.  
FIX: Replaced R35 & C36, cleaned the DCCT Head pins, Tested okay.  
Bias & under voltage circuit now normal.

ge 

Error 45 70

26-Mar 8:15:00 bi5-qs3 5C 1
Ref to 26-Mar, bi5-th3 whereas the cfe-5c-ps1 was reset to clear wfg 
errors. Reset of cfe-5c-ps1 (Radiation) n/a 45

26-Mar 8:15:00 bi5-th3 5C 2

8:13: We lose beam around 5 o'clock at injection.bi5-th3 and bi5-qs3 has I/O difference error. 
Checked wfg set point vs iref current;they don't match. Called Don Bruno. He is having techs 
check. Sanjee 8:29:Don wants to make sure that the wfg for these two supplies work ok, bef
making an access into the ring. Controls group, W. Fu is checking it out. Sanjee 8:53: Due to 
radiation in alcoves, it is always good idea to reset fec when there is any problem. Al Marusic 
8:33: bi5-th3 current doesn't follow wfg output 8:35: bi5-qs3, when a setpoint of 5A was given, the 
current goes to 50A. Most likely a controls issue Sanjee, Gregg Heppner, Don Bruno 9:00: Tom 
Clifford rebooted cfe-5c-ps1. Everything looks good. Sanjee 9:29: Just to clarify - that was a 
Reset, not a Soft Reboot. Fit tells you this but it can't hurt to repeat this...* Soft Reboots do 
clear Wfg problems * AC Resets may cause permit drops * Reset is the right choice for WFG 
problems jtm

ore 

not 

Reset of cfe-5c-ps1 (Radiation) n/a 45

30-Mar 4:20:09 yo4-tv11 5A 6

MCR Log: 06:00:  The yo4-tv11 supply tripped to standby during the last 
store and indicated an error signal alarm.  Attempts were made to bring the 
supply on with a zero setpoint, but the supply trips to standby-error when the 
standby command is initiated.  N. Luciano has made adjustments in the RHIC 
Orbit program in order to compensate for this corrector being off.

No action taken at this time, Steering around to 
continue Physics.  On schedule for next 
Maintenance. Error 0 0

2-Apr Maint yo4-tv11 15 338 5A 6 Replaced power supply.
s/n 015, upgraded C36 and R35, found the HKPS 
output s/n 044 low so replaced with s/n 669. Error 0 0

1-Apr 14:04:47 bi9-octd 9C 2 Tripped to Standby-Error, first this run. Put on Maintenance list. (Ref: see April 2) Error 0 0

2-Apr Maint bi9-octd 228 458 9C 2 Replaced power supply.

s/n 228  Tech report: Replaced R35 & C36 of the 
FGCS Board, cleaned the current sensore head and 
mating pins, added 1K resistor to IC736 (pin 1 to pin 
8 {+5vdc}) and disabled the Under Voltage circuit as 
per current method (R. Kurz) Error 0 0

4-Apr 17:41:26 bi12-qs3 257 96 1A 1

Tripped to Standby Error 3X this shift starting at 17:41:26, 18:03:27 
and then at 22:46:57.  Decision was made to replace during 
maintenance 4-5-04, as we prepare for the Polarized Proton run.

s/n 257  Tech report: Replaced R35 & C36 of the 
FGCS Board, cleaned the current sensore head and 
mating pins, added 1K resistor to IC736 (pin 1 to pin 
8 {+5vdc}) and disabled the Under Voltage circuit as 
per current method (R. Kurz) Error Maint. Maint.

13-Apr 18:06:33 yo12-tv9 363 1A 6
Snapshot reveals that the supply had tripped to Standby Error while 
running at low current of -0.177 amps. Put on Maintenance list. Error 0 0

21-Apr 17:35:42 yo5-octf 95 323 5C 4

Snapshot reveals the supply tripped to Standby Error while running 
near zero current.  Later when supply failed again, MCR was unable 
to recover and since it ran at zero current, they left the supply Off.  
(April 29, 2004 Scheduled 4 hour maintenance: replaced supply)

s/n 095 Tech Report: Supply would not run above 
+18.5 amps but would get to -50 amps okay.  Found 
D115 and D116 blown, replaced Q111.  Also sw706 
that puts the x100 function into the circuit had 
opened and needed to be replaced.  Next: Four 
Step Mods:  1) Replaced R35 & C36 of the FGCS 
Board, cleaned the current sensore head and mating 
pins, 2) added 1K resistor to IC736 (pin 1 to pin 8 
{+5vdc}) 3) disabled the Under Voltage circuit as per 
current method, 4) Modified the 2.5vref circuit. Error 20 Maint.

30-Apr 14:08:03 yo12-th20 440 1B 3

14:48: The yo12-th20 supply tripped on an overvoltage indication. Placing the 
supply into standby shows that the iref is -50 amps. D. Bruno was contacted 
and suggested that the supply or the low resolution card should be replaced. 
jak 14:54: I checked yo12-th20 strength is about 0.01mrad at injection and 
gets down to about 0.003mrad along the ramp. So, for now, we can live 
without this corrector and have it repaired whenever there is a chance. Mei 
14:56: In addition, I have compensated the yo12-th20 (using 3-bump) all over 
the ramp. VP Will Run as is for now Over Voltage

3-May 9:00:00 yo12-tv17 47 195 1B 2

Current Readback appeared to be half of value.  Techs replaced the supply and 
upon testing 047 on the bench, they found nothing wrong.  Possible after 
cleaning connectors internal that signals pass through was the fault.

s/n 047  Tech Report: Couldnot dupilcate on the 
bench, cleaned all Molex connectors to rear digital 
and analog boards.  Modified FGCS, 2.5v Ref circuit, 
Under Voltage circuit, added 1K resistor to IC736 (pin 
1-8), readjusted O.C. voltage.  (Ref = +2.597vdc)

Current Readback 
half value 60

Time allowed / 
Others with 

problems.

3-May 9:00:00 yo12-th20 440 1B 3 Ref to 30 Apr

Low Res Card was telling supply to go full negative 
even with supply off.  Once tunred on, supply would 
rail to maximum and trip.  Replaced card and tested 
fine. Low Res Card 15

Time allowed / 
Others with 

problems.

6-May 2:33:47 bi8-tv2 567 9A 1

MCR Report: bi8-tv2 power supply keeps tripping off when a "here to first" or 
and "activate" is issued.  resetting the FEC for bi8-tv2 cleared up any wfg 
issues that was preventing the power supply from staying on. cfe-9a-ps1 required a reset cfe-9a-ps1 reset 0 0

9-May 19:52:28 yo4-th2 312 5A 3

Viewing Snapramp 19:25:52, the supply appears to be functioning 
normally.  Afterwards, as the supply is ramped to zero as seen in 
Snapshot 19:52:28 the supply status read AC Power, Standby, 
Remote, Error Signal.  Snapshot data appears to be inconclusive as 
there is no sign of the supply faulting.  If the supply had tripped, 
data was not captured at the time of the Error Fault. cfe-4b-ps4 reset. Error 0 0

Time Totals: 971 468
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RHIC Physics 2003-2004
60 amp Corrector Power Supply Summary Report

Date Time In I-dent
S/N-

Remv
New 
S/N Alcove Rack Initial Analysis Performed Final Cause Fault ID

Tech Time in 
minutes

Est. Down Time 
in min.

20-Jan 21:45:39 bi1-qs3 1C 1 Tripped on Over Voltage, MCR reset Over Voltage 0 0

20-Jan 22:09:44 bi1-qs3 1C 1

22:59: I looked at bi1-qs3-ps in the snapshots. First it tripped on an overvoltage fault and 
the second time on a DCOC fault. The waveforms for both trips looked very similar, it 
doesn't make sense that we get 2 different faults. It is in the OFF state now but if it needs to 
be used then CAS should swap it out. I will call them and let them know where the pro
is so they are prepared. Don Bruno DC Overcurrent 0 0

21-Jan Maint. bi1-qs3 534 307 1C 1

Ref to 20-Jan 21:40:35 and 22:04:44, supply was swapped out.  
(Note: s/n 307 is the very first 50amp corrector modified into a 
60amp.

s/n 534 Ran overnight with the function generator ramping 
between +25 and -25 amps, no faults found. Modified whereas the 
unfiltered 21vdc supply to IC-605B has been removed and replaced 
by the filtered / regulated =18vdc from IC-603, with the addition of a 
1.0uf cap on pin 8 of IC-605B to Common. Also added C706 mod 
and heatsinks added to IC501 & 502 on the converter board. 
(1/27/04) 60 Maint

Time Totals: 60 0
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RHIC Physics 2003-2004
150 amp tq Suncraft Power Supply Summary Report

o

Date Time In I-dent
S/N 

Removed
S/N 

Installed Bldg. Initial Analysis Performed Final Cause Fault ID
Tech Time in 

minutes
Est. Down 

Time in min.

3-Dec 0:43:29 bo3-tq6 301 32 1004

Last time tripped was March 26, 2003 with the same fault.  MCR had 
reset and problem did not come back until now.  Team replaced supply 
with s/n #032  (Note: This supply has a blue color front panel, missing an 
ID so we are going to call it S/N 301)

Option circuit installed by Suncraft to monitor which 
FET had blown.  This circuit is not used and a false 
noise signal can trigger this fault to the microprocessor. Quench, FET 40 min Non-Physics

5-Jan 6:17:00 yi10-tq5 17 1010

Tripped on Quench, FET fault but was able to reset and brought back on 
remotely by MCR.  Don informs that there is no FET Fault and that we 
should monitor for the next trip.  Possible loose connection.

Ref to 3-Dec, 0:43:29, bo3-tq6 (FET Fault modified 
within the power supply installed to prevent this false 
alarm from occurring.) Quench, FET 0 0

11-Jan 13:46:53 bi9-tq4 1010

refWfgDiff of 3.00amps starting at 12:07:11, 13:29:42 and finally at 13:46:53 when CAS took 
measurements off the fiber optic interface card for Don as he watched psall. "The setpoint then b
up to match the wfg. I asked him to make sure the card was seated properly and he said it looked
also asked him to tap on the fiber optic interface card. I saw nothing change on psall. I asked him
on the current regulator card but that had no effect either. It looks like something may have been 
with the fiber optic interface card even though it looks like it was seated properly. I will continue to
it but if it returns we will probably need to swap out this card." Don Bruno  

 fine. I 
 to tap 
loose 
 watch Monitoring to see if reoccurrence of problem. Tech 
Time to assist with Don; start at 14:20 ended at 14:32 wfgRefRange Error 12

12-Jan 0:41:56 yi10-tq5 17 1010

Fault has come back more then once on FET, (Jan 9, 11:36:05, 
12:24:56, Jan 11 07:27:16 and Jan 12 00:06:10 no data available, 
00:41:56 FET Fault.

Maint, Jan 13. Replaced Original Control Card with a 
modified version that jumps out the FET fault.  (Label 
added for this supply use only) (FET Fault modified 
within the power supply installed to prevent this false 
alarm from occurring.) Quench, FET 10 Maint.

9-Jan 8:47:19 yo9-tq6 26 1010 FET fault not real, (Jan 9, 8:27:44, 8:45:06 and 8:47:19)

Maint, Jan 13. Replaced Original Control Card with a 
modified version that jumps out the FET fault.  (Label 
added for this supply use only) Quench, FET 10 Maint.

15-Jan 22:54:00 yo12-tq6 65 40 1012

CAS swapped the fuses and they blew again. To make sure it was not 
one of the cards in the 3u control bucket I had them remove all the cards 
except the control card and the fuses still blew. I told them they could re-
use the cards from this 3u control bucket in the new p.s. except the 
control card. They will get a new control card for the new p.s. Once they 
swap it out they will hand it back over to MCR Don Bruno  After they 
swapped it, supply tripped on Quench Fault.  They had forgot to hook up 
one of the connections.  

s/n 65,  found blown Housekeeping fuses, replaced and 
supply has been fine since.

Power supply link 
carrier alarm and 
Iref difference 
alarm.  120 167

21-Jan Maint. yi10-tq5 17 301 1010

Maintenance day, Jan 21, 2004, Techs removed s/n 17 (ref to 12-Jan 
0:41:56) to modify this supply to jump out the not Real Fet Fault circuit.  
This had been done temporarily by modifying the control card until this 
could be done.

Replaced with s/n 301 that had been modifyied to 
correct the FET Fault problem.  (See Tom Nolan or Jeff 
Wilki as FET Fault modified within the power supply 
installed to prevent this false alarm from occurring.) Supply Switch 0 0

26-Feb 23:16:04 bi5-tq5 6 1006

Alarm Log:  1) 23:16:04, loss monitor trip and bi5-tq5 power supply trip to 
the Off state.   2) Feb 27 2004, 00:15:14 bi5-tq5 tripped off again, this 
time at injection.  01:20: Henry and Jay have replaced the controller 
card and RHIC is ready for injection.  

Control Card replaced.  Note: Tech shop found nothing 
wrong with the original control card CAS swapped but 
this did solve the problem. OFF ? 140

27-Feb 0:14:56 bi5-tq5 6 1006 Tripped to the OFF state, MCR reset. OFF

28-Feb 16:49:45 bo6-tq5 1006

Power Supply tripping at 57amps pulled the quench detector. Snapshot 
comment wfgRefRangeError.  CAS replaced the Current Reg card, no 
change.  Turns out the Buffer card was at fault. 

The current readback to the quench detector was sky 
high (188A or so). Now I knew the real problem was the 
buffer card (4-20mA) output. It could have also been a 
broken cable from the p.s. to the quench detector or a 
problem with the card in the qd that receives the 4-
20mA from the p.s. It turned out to be the buffer card. 
Bruno  Buffer Card, U31 failed (4-20ma circuit) Quench ? 180

1-Mar 1:48:55 bi5-tq5 6 1006 Tripped to the OFF state, MCR reset. OFF

2-Mar 11:21:28 bi5-tq5 6 52 1006

Tripped to the OFF state, MCR requested supply be replaced.  12:47: 
Tom and Jeff swapped out this p.s. They also noted that the node card 
cable D connector was not seated properly on the p.s. Don Bruno s/n 006 in repair. OFF 45 122

14-Apr 6:16:00 yo4-tq6 1004B

Local / Remote switch failed indicated local mode when recovering from 
Quench PR-176.  This supply had not tripped but held up TAPE due to 
its false reading.

Local / Remote Switch indicating Local while in 
Remote.  Switch indeed was the fault and was 
replaced. Local 15 Non-Physics

11-May 13:59:00 bi5-tq4 1006

MCR called that the supply tripped and they were unable to restore.  No faults listed on the PS Co
card except for Quench.  Tried to restore and saw that the QLI IN Signal never got through to the 
Supply would reset and clear with QLO signal but then immediately fail. 1) Controls problem need
restore at their end as power supply page indicated several faults that were not real in the I/O Error 
Column.  2) Wing was able to manually run the sequence through to turn the supply back on.  3) B
supply nor QPA at fault as there may be an intermittent signal within one of the D connectors from
Quench Detector to the QPAIC to the QPA.  Need to bring the Link down to further investigate, M
descided to except as is, turned control back over to them. G. Heppner

ntrol 

ed to 

elieve 
 the 

CR 

Possible loose (Intermittent connection at the QPAIC 
chassis as the cable tug test at the supply would not 
cause the supply to trip. Quench 80 101

12-May 13:41:00 bi5-tq4 1006
While recovering from a quench event, MCR called and said they could not recover 
this supply from Standby-Error.  G. Heppner 

The AC Adapter that plugs into the Surge Protector was 
intermittent causing the QPA to lose power, replaced adapter. 
Note: Adapter is found to be contaminated and others nearby 
look the samw, also the temperature in the service buildings are 
warm. G. Heppner Quench 15 25

Time Totals: 307 735

Prepared by Gregory P. Heppner 5



RHIC Physics 2003-2004
 150 amp IR Suncraft Power Supply Summary Report

Date Time In I-dent S/N Bldg. QLI Ref: Initial Analysis Performed Final Cause Fault ID
Tech Time in 

minutes
Link Down Time 

in min.

3-May 9:30:00 bi9-qf2 72 1010A PR-203

Supply did not trip but under observation, the Iref had 
pulses downward causing the current to follow.  Tap 
checked current reg card and saw Iref jump slightly so we 
replaced the Current Reg card as there had been some 
down time due to a corrector problem.  Needed to bring the 
link down in order to swap card.

Current Regulator Card:  Remote Setpoint In (pin 6A 
connector) to the K1 relay (pin 1) had an internal broken 
trace within the board.  Flex test caused problem to 
become fatal so a wire was soldered external to repair.  
Tested fine returned to spares. WfgRefRangeError 50

Time allowed / 
Others with 
problems.

7-May 15:23:12 bo7-qf2 1010A PR-210

Blue quench link trip was caused by 8b-qd1 quench detector. The 
quench detector tripped because of a sudden jump in current on bo7-
qf2-ps. The reference jumped to full current and the power supply 
tried to follow. Ganetis MCR reset, no further action taken. Quench 0 30

12-May 13:16:08 bo7-qf2 1010A PR-214

Blue quench link trip was caused by 8b-qd1 quench detector. The 
quench detector tripped because the iref. for bo7-qf2-ps jumped up to 
full current. The beam permit tripped .018 sec. before the quench link 
due to beam loss. There were two real magnet quenches at b7q3 and 
b8q3. There were high beam losses at b7-lm3.1 and b8-lm3.1. The 
beam loss was due to the p.s. sudden change in current. The fiber 
optic interface card should be replaced. Ganetis Replaced Fiber Optics card for bo7-qf2-ps. G Heppner Quench 15 25

Time Totals: 65 55

Prepared by Gregory P. Heppner 6



RHIC Physics 2003-2004
300 amp IR Suncraft Power Supply Summary Report

Date Time In I-dent S/N Bldg. QLI Ref: Initial Analysis Performed Final Cause Fault ID
Tech Time in 

minutes
Link Down Time 

in min.

5-Dec 1:05:50 y6-q89 1006

wfgRefRangeError, Quench, supply shows erratic signatures of Iref, Current, Voltage 
way after supply tripped to standby.  Appears as if this supply did not turn off but was 
following Iref command. Unknown Quench

5-Dec 8:46:12 y6-q89 1006

Iref appeared to suddenly decrease, causing the current to follow and eventually trip. 
Possible relay on the current reg card, Tech was ready by the supply as MCR brought 
the link down for a quick repair.  Buffer card replaced next and waiting to see if this 
fixed the problem.  Qdplot indicates that once the supply had tripped, the current had 
railed -374amps and stayed there.  This is impossible as the supply is only rated at 
300 amps. Unknown Quench 10 Non-Physics

17-Dec 4:28:55 y6-q89 1006

wfgRefRangeError, Quench, once again this supply shows erratic signatures of Iref, 
Current, Voltage way after supply tripped to standby. After supply had gone to 
standby, the output current railed to -253amps and stayed there. Unknown Quench

17-Dec Maint. y6-q89 15 1006 Replaced power supply with s/n 001 due to past fault conditions.

Found the neg 18v2 glitches 
with a large drop out, 
Replaced the Housekeeping 
supply fixed the problem. N/A 0 Maintenance

17-Dec 21:38:07 y6-q89 1 1006 Power supply error message that the refWfgDiff  of 6.037 amps refWfgDiff
17-Dec 22:09:35 y6-q89 1 1006 Power supply error message that the refWfgDiff  of 6.058 amps refWfgDiff

17-Dec 22:32:00 y6-q89 1 1006
21:55: y6-q89-ps has a link carrier error, the iref is 0. Most likely this is a problem with 
the connection between wfg and ps. Johannes 22:32: 

supply was swapped out today 
and the fiber optic signal 
cables had been reversed. link carrier error

8-Feb 20:08:28 yi10-q89 1010 PR-089

yi10-q89 indicated "no ps illegal state" on psall. CAS (Frank and George) went out to 
look at the ps and saw the circuit breaker tripped. They turned it back on and I was 
able to bring the link up in that building alone. I was able to run this p.s. to 10A but 
did not take it any further. I asked MCR to try and bring the whole yellow link up and 
try to ramp the p.s.. In the meantime I will have CAS bring a spare p.s. up to 1010A. I 
will get them prepared to swap out this p.s. if the circuit breaker trips again. Don Bruno No PS / Illegal State 109

14-Apr 15:00:00 b8-q89 1008
MCR reported supply was possible cause for beam fluctuation during ramps.  Error 
appeared to be slightly different then b6-q89 that uses the same ramp. Replaced Current Reg Card 10 Non-Physics

Time Totals: 20 109

Prepared by Gregory P. Heppner 7



RHIC Physics 2003-2004
Dynapower Power Supply Summary Report

Date Time In I-dent
S/N when 
replaced Bldg. QLI Ref: Initial Analysis Performed Final Cause Fault ID

Tech Time in 
minutes

Link Down 
Time in min.

4-Dec 10:24:56 b2-dhx 1002

Iref stuck while ramping then shot upwards to 718amps.  Voltage rise 
went to the rail causing the crowbar.  Current Regulator card was 
swapped out and later it was found to be the K2 relay had faulty contacts. Current Reg Card Quench Non-Physics

8-Dec 14:13:56 b2-dhx 1002

Early, same day at 12:17:36, Blue quench link trip caused by 2b-qd1 
quench detector. The quench detector tripped because of multiple b2-
dhx-ps current glitches. 

Internal 3 channel Isolation Amplifier 
Board Quench Non-Physics

9-Dec 14:26:17 b2-q7 1002

14:26 : problems with b2-q7-ps recovering from quench - ops trying to 
revive it fulvia  Looking at Tape Log, this supply stopped recovery with a 
standby error.  Nothing on our end, controls looked into the problem.  
FitReader indicated at 15:25:03 a reboot of cfe-2b-ps3 by controls as they 
suspect memory problem and will monitor. FEC Reboot (cfe-2b-ps3) Quench Non-Physics

16-Dec 4:27:26 bi8-qf9 980297 1008

8b-ps1 quench event, power supply produced a DC Overcurrent, Quench 
fault. MCR tried to reset during recovery program, supply would fail.  CAS 
investigated and found that all (-15v) on the cards of the control bucket 
was missing.  They pulled one card at a time to see if a card had a 
shorted bypass cap.  None found, they then checked the hkps fuses and 
found they were good.  Tech called in for replacement.

No -15v on J424, found Transformer T402 
of the Housekeeping Supply shorted, 
replaced transformer by borrowing it from 
another HKPS with a good Transformer 
gutted from another blown supply.

DC Overcurrent, 
Quench 90 287

20-Dec 10:30:00 yo9-qd3 1010

Fail on error, preventing quench recovery.  Turns out to be faulty 
Auxiliary Contactor that supplies the on signal to the control card.  
Auxiliary contactor replaced by CAS. Auxiliary Contactor replaced Error 60 60

31-Dec 5:18:44 yi10-qf9 1010

Upon turn on yi10-qf9-ps had an error fault. The AUX. contacts need to 
be replaced on the next maintenance day. Ganetis  (Note: On 
maintenance day, Jan 07, Techs replaced faulty auxiliary contactor) Auxiliary Contactor replaced Error

1-Jan 20:44:40 bo11-qf8 1012

Failed to recover after quench recovery program was initiated from 
previous quench event (PR-002).  Auxiliary contactor needs to be 
replaced during Jan 7 maintenance day. Ref to 6-Jan @ 6:03:00 Error 15

6-Jan 6:03:00 bo11-qf8 1012

Blue quench link trip was caused by bo11-qf8-ps when the p.s. was being 
turned on. The p.s. had an error fault. The Aux. contacts on this p.s. need 
to be replaced.  Ganetis (Note: On maintenance day, Jan 07, Techs 
replaced faulty auxiliary contactor) Auxiliary Contactor replaced Error 10

7-Jan 20:46:52 b12-dhX 1012 PR-025

The quench detector tripped because of a jump in the current signal in 
b12-dx-ps. There was not a real change in current signal because there 
was no change in magnet voltage as seen on the quench detector. There 
were changes in the voltage signal on the postmortem plots but no 
corresponding change in magnet voltage. The problem looks like a buffer 
card problem.  Ganetis Quench 0 28

15-Jan 18:31:12 b12-dhX 1012 PR-038

The quench detector tripped because of a sudden decrease in the current 
signal in b12-dx-ps. There were changes in the voltage signal on the 
postmortem plots and a small change in magnet voltage. There were no 
real magnet quenches.  Ganetis Ref to 20-Jan @ 14:39:00 Quench 0 29

16-Jan 4:29:36 bi9-qd6 1010 PR-040

Blue quench link trip was caused by bi9-qd6-ps when the p.s. was being 
turned on. The p.s. had an error fault. The Auxiliary contacts on this p.s. 
need to be replaced. (Done)  Ganetis (Note: On maintenance day, Jan 
21, Techs replaced faulty auxiliary contactor) Auxiliary Contactor replaced Error 0 2

17-Jan 16:51:04 bo10-qd7 1010 PR-043

Blue quench link trip was caused by bo10-qd7-ps when it was turned on 
during quench recovery. The ps did not show an error fault. The problem 
could be cabling between the QPA and ps.  Ganetis Unexplained Quench 0 18

20-Jan 14:39:00 b12-dhX 1012
PR-046, 

047

The quench detector tripped because of a sudden decrease in the current 
signal in b12-dx-ps. There were changes in the voltage signal on the 
postmortem plots and a small change in magnet voltage. This cause the 
B11DHX and the B12DHX Heaters (all 4) to fire, Real magnet Quench = 
2

Internal 3 channel Isolation Amplifier 
Board Quench

repaired 
during Maint. 31

28-Jan 0:14:18 y12-q7 1012 PR-061

ReadAlarmLog:  y12-q7 No PS / Illegal State.  Yellow quench link trip 
was caused by 12-q7-ps going to the off state. This is the first time I have 
seen this type of fault this run. Ganetis  (Appears to have Loss of AC 
Power and will be checked during the next maintenance day.  Heppner)

Maint on Feb 4, Electricians checked all AC power 
connections from the disconnect on the wall to the main 
breaker inside the supply.  Techs checked AC connections 
from that point to the housekeeping supply were connecti
had been removed and reseated, checked 3U bucket 
connections on backside and found all to be in good shape. 

ons 
No PS / Illegal 
State 0 29

1-Feb 23:25:40 bo3-qf8 1004 PR-067

Bo3-qf8-ps did not recover, indicating Standby-Error.  Most likely the 
Auxiliary contactor needs to be replaced as the supply rest on the next 
attempt.  Note: Auxiliary Contactor to be replaced on Maintenance Day 
Feb 4, 2004. Standby-Error 0 14

4-Feb Maint Bldg. 1012 1012 N/A

During Scheduled maintenance, the Auxiliary Contactor had been 
replaced for the following power supplies with an additional relay added 
to the same circuit: b12-dh0, y12-q6, yo12-qd1 and yi11-qf3.  b12-dhX 
only received the additional relay mod as the auxiliary contactor is only a 
two position type and did not require replacement at this time. (See Don 
Bruno) Preventative Maintenance N/A 150 Maint.

6-Feb 22:51:52 yo9-dh0 1010 PR-083

yellow quench link trip was caused by yo9-dh0 ps or qpa. The link tripped 
when the ps was being turned on. The alarm log showed no other fault 
but a quench fault. The ps did not go into the Off state. A possible cause 
could be problem with the cable between the ps and the qpa.  Ganetis Unexplained quench 0 63

11-Mar 9:15:36 yi6-qf9 1006 PR-127

BEAM STUDIES in progress.  Ramping of the IR Supplies, Yi6-qf9 tripped on DC 
Overcurrent.  Upon checking the Voltage Regulator card settings, found that the 
supply was set to trip at 100amps.  This Supply with new cards had been replaced 
prior to the Physics Run and the DCOC was not properly set. Re-set the supply to trip at 205amps. DCOC 15 35

25-Apr 20:53:35 bi9-qf7 1010 PR-191

I think this blue Quench Link Interlock was due to p.s. bi9-qf7-ps trying to turn on 
and then tripping back to STBY again because of a problem with its aux contacts for 
ON status. We will put this on our maintenance list to be fixed.  Don Bruno 

Supply was recovered on the next Quench 
Recovery Try. Standby-Error 0 25

3-May 0:42:56 y8-q6 1008 PR-202 y8-q6-ps housekeeping p.s. fuses blew bringing down the yellow link.  Don Bruno HKPS Fuses
Local / No PS/ 
Illegal State 138 168

4-May 2:16:39 bi4-qf1 1004

Tom Nolan was called in and he replaced the qpa fan switches for bi4-tq4-qp and yo8-
qd1-qp. There was a problem he investigated with bi4-qf1-ps which went away on its 
own but we are still investigating this.  The problem with bi4-qf1-ps may have been 
a WFG problem because FEC 4b-ps1 was re-booted at 2:15:59 and the problem went 
away after that.  4b-ps1 was re-booted at 2:15:59 and bi4-qf1-ps probelm went away. 
Possible wfg problem.  Don Bruno FEC Reboot (cfe-4b-ps1) Fan Fault 0 0

Time Totals: 453 814

Prepared by Gregory P. Heppner 8



RHIC Physics 2003-2004
Gamma-T Power Supply Summary Report

Date Time In I-dent Alcove Rack Initial Analysis Performed Final Cause Fault ID
Tech Time in 

minutes
Est. Down 

Time in min.
8-Dec 6:08:38 yo9-qgt 9C 4 Power supply tripped to the Off state while running at .9amps (Park) Off N/A Non-Physics

10-Dec 21:30:57 bi9-qgt 9C 2

for ramp fill #3945, Snapshot revealed that the supply successfully jumped at 
21:28:53 and then faulted at 21:30:53 with the following status from the 
sequencer (Crowbar-Stby-Error) Monitoring Crowbar N/A Non-Physics

15-Dec 1:21:08 yo9-qgt 9C 4 Tripped to the Off state while sitting at Park. Off N/A Non-Physics
15-Dec 8:41:04 yo9-qgt 9C 4 Tripped to the Off state while sitting at Park. Off N/A Non-Physics

17-Dec Maint yo9-qgt 9C 4

Power supply would trip Off.  With the supply on, connections were moved, 
chassis tapped for vibration, could not cause supply to fail.  Powered down, 
open unit and re-soldered AC fuse/wire bypass connection as they looked a 
little cold.  Then reworked connections by removing, cleaning, re-torque and 
reinstalling.  Tested open and still could not get unit to fail.  Replaced all 
items and turned on, checked good.

Possible cold solder joint on the input fuse/bypass wires or 
slight contamination of the Molex connectors. N/A 90 Maintenance

19-Dec 11:06:50 yo9-qgt 9C 4 Tripped to the Off state while sitting at Park. Unexplained Off N/A Non-Physics

22-Dec Maint yo9-qgt 9C 4

Replaced Control Card, Digital Isolation Card from the 3U bucket and 
replaced the node card cable.  Supply was running when team performed 
maintenance and discovered that the node card cable was loose at the node 
card chassis. Node Card Cable Maint N/A Non-Physics

3-Jan 12:46:00 bo3-qgt 3C 2

MCR: We encounter problems with one gamma quad: bo3-qgt-ps.  Sequencer reports that the size/sign of 
the gamma quad is incorrect.  We work to remedy the problem supply.13:33: We call C. Montag who ad
us on correct the problem with the gamma quads.  The quads must be ramped down to zero to have their 
polarity changed.  It appears that bo3-qgt did not ramp down correctly and, therefore, had the wrong sign.  
After running two scripts that are referenced in and e-log entry, we are able to revive the gamma quad.  
scripts just ramp down the gamma quads to zero.  Then, <i>here2first</i> must be executed to ramp the 
gamma-quads to their nominal and correct settings.

vises 

These 

Operations

Unfamiliar with 
gamma-t jump 
procedure 0 0

6-Jan 17:29:05 yo9-qgt 9C 4
Checking Snapshot and found that this supply had tripped to Standby, Cap 
Overvoltage, Crowbar.  Iref and Current at the time had been zero. Unexplained Cap OV / Crowbar 0 0

13-Jan 21:03:53 bi9-qgt 9C 2

Tripped on Crowbar to Standby Error after a successful jump had occurred.  A 
large voltage spike seen using 720Hz is the cause for the crowbar fault.  
(Note: this had occurred back on Dec 10 at 21:30:57 and no action was taken 
then.  Possible looses connection or the Main 6U Isolation Board may be out 
of alignment as seen in the past and needs to be recalibrated.) Unexplained Crowbar 0 0

21-Jan 15:50:32 yo9-qgt 9C 4

Checking alcoves to make sure all supplies are good before we run a 
Hysteresis ramp to bring our supplies out from Maintenance day, this supply 
was discovered to have Cap OV and Crowbar fault.  After exercising several 
times, supply seemed to function normally.  Will monitor for future trips. Unexplained Cap OV / Crowbar 0 Maint.

28-Jan 19:21:33 bo2-qgt 3A 2

Snapshot indicates that the supply had been running at idle current, not 
involved in a jump, when it just went to OFF.  No complaints from MCR so no 
action required at this time. Unexplained (see repair Ref to 28-Jan at 2:04:28) Off 0 0

30-Jan 2:04:28 bo2-qgt 3A 2

Tripped between prep and ramp and went unnoticed; a large beam loss at 
transition resulted but the experiments have decided to keep the store after 
steering and collimation were done.  Physics running. Brief Maintenance at 
1330 by MCR, after extensive poking and stress testing, the OFF switch on the 
Control Card seemed a bit sensitive. Replaced with a new control card.  (Test 
at the shop showed nothing wrong.  Possible the switch contacts had been 
slightly dirty and self cleaned by cycling. Control Card Off 45 Maint.

1-Feb 19:42:46 bi9-qgt 9C 2

Snapshot indicates that the supply had been running at idle current, not 
involved in a jump, when it decided to Crowbar.  Barshow backs this up as the 
last time it was used for transition was at 19:05:55, then tripping at 19:42:46.  
It was then recovered with no problem and performed another transition at 
23:58:16.  No action required at this time.

During Maintenance on Feb 4, connections were checked 
at the back of the supply, Pulled out the Isolation Buffer 
Card from the main power chassis and reseated connectors, 
Vibration test and finally ran and performed a pos & neg 
jump.  Could not find any problems at this time. Crowbar 0 0

20-Feb 19:10:35 yo12-qgt 1A 4

Friday MCR: Time Logged: Feb 20 2004 19:10:35PM: RHIC gamma-tr power 
supply yo12-qgt tripped without a fault indication and was turned on again 
while at store. Upon investigating, found that on Feb 18; tripped to off at 
21:51:45, Feb 20 12:53:37, Feb 21 at 04:32:45 and 20:27:17 and Feb 22 at 
11:06:14, all to the Off state while running at idle current. See Mar 13 entry. Off 0 0

20-Feb 21:35:00 bi9-qgt 9C 2

21:35 : The beam decay shot up presumably due to the bi9-qgt supply. The 
iref for this supply is 1.82 amps, and the readback is now -1.89 amps. (It had 
been 1.84 amps before it moved.) This supply did the same thing on 
February 16 during a store (around 0315). It appears that this supply thinks 
that it should be moving to -1.8 from +1.8 at a random time during the store. I 
looked through the logs and it appears that the bi9-qgt supply did the same 
motion (from +1.8 to -1.9 amps) during stores on the following dates: Feb 12 
at 0029, Feb 10 at 0333, Jan 30 at 1850, Jan 19 at 1741, Jan 18 at 1442, 
Jan 18 at 0426, Jan 4 at 1048, Jan 4 at 0230 jak See Mar 13 entry.

Jumped without 
given a command 0 0

26-Feb 8:51:02 yo12-qgt 1A 4 Supply tripped to the OFF state while running at Idle current. Ref to 1-Mar Off 0 0
28-Feb 1:39:03 yo12-qgt 1A 4 Supply tripped to the OFF state while running at Idle current. Ref to 1-Mar Off 0 0

1-Mar 5:40:18 yo12-qgt 1A 4 Supply tripped to the OFF state while running at Idle current.
Maintenance, March 3, 2004:  Replaced Control card as no 
other faults were found. Off 0 0

2-Mar 2:59:44 bi9-qgt 9C 2 Tripped on crowbar fault while running at idle current.  MCR reset.

Maintenance March 3, 2004: Crew found J30, pins 5 & 8 
loose and would not seat properly within the connector 
housing.  Replacement of the housing and new pins 
installed on 5 & 8.  One of the original complaints was 
CROWBARING 4X, and then would seem to JUMP 
(TRANSISTION) on its own.  Replacement of jump card 
showed that all new jump cards failed.  (Problem in the 
manufacturing of the new jump cards was still under 
investigation at the time of this report but it appears that 
changes to the artwork had left some points unconnected. Crowbar 0 0

5-Mar 15:35:53 yo12-qgt 1A 4
Tripped to the Off state while sitting at idle current.  Last Maintenance, the 
Control card was replaced, this did not fix the pre mature trip to Off. See Mar 13 entry. Off 0 0

8-Mar 8:40:00 yo5-qgt 5C 4

MCR called to report that : yo5-qgt-ps is at the wrong polarity at the moment. It probably 
jumped from -2A -> 2A. Johannes to talk to (8:52) John Morris, and see that we get 
alarms for this.  Also adviced Don Bruno of another one of these eager jumpers. 9:01: The 
madc's in this fec are all locked up. Perhaps the qgt is ok, and the reading is wrong. 
Johannes, 9:09: Something is wrong with the MADC's in cfe-5c-ps2. These MADC's are 
not updating. Joe P is available to reboot cfe-5c-ps2 on the next fill. Give him a call when 
ready. I don't think yo5-qgt-ps jumped on its own after looking at slowlogs and pet page 
but with the pet page being locked up I cannot be sure. We will watch this gamma-T. 
Don Bruno [ yellow ps ] MADC Fault (Controls)

Jumped without 
given a command?? 0 0

13-Mar 2:34:17 yo12-qgt 1A 4 Tripped to the Off state.

Maintenance March 17: Checked connections, found cable 
J2 (25 pin "D" connector) to the Power Chassis connected 
tight but with the slightest movement, supply would trip.  
Replaced connector end, teseted and could not get the 
supply to trip. Off 0 0

14-Mar 16:58:18 yo9-qgt 9C 4 Tripped to the Off state. Off 0 0

15-Mar 9:33:43 yo9-qgt 9C 4

Tripped on Cap OV, Crowbar.  While running idle, it appears the Cap voltage 
was given a command to decrease from 164 volts at 9:32:47 whereas it 
reached 158 volts at 9:33:25 then it took off to the rail, tripping the supply at 
312 volts.

Maintenance March 17: Checked connections, node card 
cable both ends, reseated cards and replaced the Control 
Card. Cap OV / Crowbar 0 0

22-Mar 8:37:51 bi9-qgt 9C 2

Weekend Update: Supply tripped on Crowbar while running at idle currents.  
Mar-21 at 22:17:42, Mar-21 at 22:38:52, Mar-22 at 05:41:58 and this 
morning, Mar-22 at 08:37:51 when MCR called.  Investigation found that any 
slight touch to the chassis and the supply would trip.  Narrowing down to the 
Current Regulator card, Type 7, seemed to be the cause as the Iref would 
jump causing the current to shift, making the Voltage spike to the rail, 
Crowbarring the unit.  

Replaced the current regulator card then tried to repeat the 
fault but it would not.  Gave card to Tech to check. Crowbar 45 45

22-Mar 12:44:35 yo12-qgt 1A 4

Snapshot reveals that the supply had tripped to the Off state without a command telling it 
to do so.  Supply was running at Idle current at the time.  12:53: MCR:  Power supply 
yo12-qgt tripped, which made a nice improvement in the Yellow beam decay. The 
subsequent worsening in both the Blue and Yellow decay occurred due to storage cavity 
problems. John Butler will investigate. We will dump the store due to excessive 
debunched beam and allow an access for PHENIX. JPJ Off 0 0

22-Mar 14:15:08 yo12-qgt 1A 4

Snapshot shows that a Jump command had been given when the supply was not properly 
setup for the Jump.  High Voltage Cap was at zero and the supply was running near zero 
current. Inproper Jump, Operator Error Crowbar 0 0

23-Mar 9:07:38 yo12-qgt 1A 4

Snapshot reveals that the supply had tripped to the Off state without a command telling it 
to do so.  Supply was running at Idle current at the time. (Another trip same day, later 
that night to the Off state at 23:37:37) Will look at next maintenance Off 0 0

25-Mar 8:32:18 yo9-qgt 9C 4 Snapshot indicated the supply had tripped OFF, running at idle current. Will look at next maintenance Off 0 0

26-Mar 14:10:05 yo12-qgt 1A 4 Tripped to the Off state once again as per Snapshot, running at idle current Will look at next maintenance Off 0 0

29-Mar 1:06:35 bi4-qgt 5A 2

Vjump, Crowbar, Error (Snapshot Times: 01:06:35, 03:48:58, 04:20:05, 04:24:12, 04:25:36, 05:29:56, 05
01:12: Physics running.  Approximately 37% of the beam in blue was lost during transition due to the bi4-
supply.  The supply tripped to standby-error during the ramp and indicated Vjump  and  crowbar  alarms
AD2000.  The experimenters are discussing if they want to keep the store. 03:48: The bi4-qgt supply tripped 
again during transition.  Approximately 40% of the beam in the blue ring was expunged.4:09: Don Bruno is 
investigating bi4-qgt from home. 5:53: bi4-qgt had a problem with the isolation buffer card. CAS (Charles a
Joe C) swapped out this card and fixed it. Don Bruno 

:35:51.  
qgt 
 on 

nd 

Seen on Snapshot, Supply would not jump to the negative 
half.  Don tried to run it in the negative direction but it 
would not go negative.  New Isolation Buffer card in the 
Main Power Chassis solved the problem.  Testing of card 
back at the shop showed no problems found.  Possible Card 
Seating or heating up of a component on the card?  Heat 
testing for one week. Vjump 45 120

Time Totals: 225 165
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RHIC Physics 2003-2004
Housekeeping Power Supply Summary Report

Date Ref To: Serial # Alcove Bldg. Initial Analysis Performed Final Cause Original Fault ID

2-Dec
yi6-qf9         

(Pre-run) 27 N/A 1006

Fuses found to be blown on original hkps located in yi6-qf9 (Dynapower 200 amp, 
s/n 980320).  New hkps s/n 027 installed and fuses would still blow.  Replaced entire 
Dynapower for repair.  NOTE: hkps s/n 027 is rated for 120vac not 208vac, causing 
fuses on this spare unit to fail.  Original hkps checked out good with new fuses 
(possible surge is what took them out) and was replaced into dynapower and checked 
good.

Not rated for 208vac 
input.  Damaged 
Primary Transformers.

Blown fuses upon ac 
power up.

16-Dec bi8-qf9 108 N/A 1008 208vac fuses okay, no negative 15 volts output.
Shorted T402 
Transformer DC Overcurrent, Quench

Prepared by Gregory P. Heppner 19



RHIC Physics 2003-2004
Ice Team Summary Report

Date Time In I-dent Part of Sector Initial Analysis Performed Final Cause Fault ID
Tech Time in 

minutes
Est. Down Time 

in min.

2-Dec 14:30:00 YO8Q1 Triplet 8

New Temperature monitors indicated fall in temperature, Ice team 
investigated at the opportunity of a maintenance window of 3 hours.  
Found formation of ice, floor fan not operational, replaced same. Floor Fan Fail Routine Check 120 Non-Physics

9-Dec 9:40:00 B9DHX Triplet 8

Temperature levels low, team investigated and found nothing out 
of the unusual.  However, Wing replaced the B9 Terminator from 1 
kohm to a 750 ohm. Investigation Routine Check 70 Non-Physics

7-Jan Maint Y6-17TA
Temp 
Sensor 6

Replaced faulty temp sensor and changed data base to match new 
sensor. Sensor failed Wrong Temp Data N/A Maint.

18-Feb Maint Q3-2 Triplet 10 One fan was plugged in at sector 10 under inner magnets Q3-2. Floor Fan Fail Routine Check N/A Maint.

Time Totals: 190 0

Prepared by Gregory P. Heppner



RHIC Physics 2003-2004
Main Power Supplies Building 1004B Summary Report

Date QLI-Time In QLI Ref: I-dent Initial Analysis Performed Final Cause Fault ID
Estimated Tech 
Time in minutes

Link Down Time 
in min.

2-Dec 18:30:00 n/a Y-Dipole Reg Error Fault when from Zero to Park Software Changes for this Run. Reg error 60 Non-Physics
2-Dec 18:50:00 n/a B-Dipole Reg Error Fault when from Zero to Park Software Changes for this Run. Reg error 60 Non-Physics

2-Dec Maint n/a BQD
Loose wire at the UPS neutral phoenix connector going to the 
bleeder resistor relay KDG1 on the PFN Control Board. Loose Wire Connection PFN 90 Non-Physics

3-Dec 16:36:00 MS-004 B-Dipole Software Testing Software Changes for this Run. N/A N/A Non-Physics
3-Dec 17:20:48 MS-006 B-Dipole Software Testing Software Changes for this Run. N/A N/A Non-Physics
3-Dec 17:37:20 MS-007 Y-Dipole Software Testing Software Changes for this Run. N/A N/A Non-Physics
4-Dec 10:59:08 MS-015 Y-Dipole Reg Error Fault Software Changes for this Run. Reg error N/A Non-Physics
4-Dec 14:49:56 MS-017 Y-Dipole Software Testing Software Changes for this Run. N/A N/A Non-Physics

4-Dec 17:20:12 MS-018 BQD
Dropped when trying to bring the Link up using the Recovery 
program Software Changes for this Run. Reg error N/A Non-Physics

4-Dec 17:35:44 MS-019 BQD
Crash button was pushed as Tech noticed this supply was stuck in 
Reg Watchdog during the quench recovery program Software Changes for this Run. Reg error N/A Non-Physics

4-Dec 18:09:44 MS-020 BQD
Crash button was pushed as Tech noticed this supply was stuck in 
Reg Watchdog during the quench recovery program Software Changes for this Run. Reg error 130 Non-Physics

5-Dec 10:21:20 MS-027 BQD Crash button by Carl, work on the mains Software Changes for this Run. N/A N/A Non-Physics
5-Dec 16:09:08 MS-030 Y-Dipole Maintenance. Software Changes for this Run. N/A N/A Non-Physics
6-Dec 14:10:20 MS-036 Y-Dipole Maintenance. Software Changes for this Run. N/A N/A Non-Physics
7-Dec 0:13:52 MS-037 B-Dipole Regulator Error Software Changes for this Run. N/A N/A Non-Physics
7-Dec 1:28:20 MS-038 B-Dipole Regulator Error Reg Error N/A N/A Non-Physics
8-Dec 13:12:12 MS-041 Y-Dipole DC Breaker open on the Ramp Supply, possible loose wire. Loose Wire Connection Open Contactor 30 Non-Physics
9-Dec 9:41:28 MS-044 Y-Dipole Maintenance. Software Changes for this Run. N/A 60 Non-Physics

9-Dec 9:41:31 MS-044 Y-Dipole
Maintenance to work on the auxiliary contactor from the Main DC 
Contactor Tighten Wires N/A 62 Non-Physics

13-Dec 20:38:04 MS-054 Y-Dipole
Power supply caused a ground current fault while being ramped to 
zero by the blue recovery tape. GFI Ground Current 83 Non-Physics

13-Dec 23:23:12 MS-056 B-Dipole
Blue main dipole, PFN fault during the down ramp to zero current.  
Carl is working on the coefficients to prevents this. PFN Fault PFN Fault 45 Non-Physics

16-Dec 9:24:20 MS-058 B-Quad PS Reg Error Fault during the recovery script Reg Error Reg error 21 Non-Physics

16-Dec 10:19:32 MS-059 Y-Dipole

Ground current fault while ramping down from Park to Zero.  Large 
voltage spike seen at this time with ground current spikes all before 
T=zero on the postmortems. GFI Ground Current 16 Non-Physics

17-Dec 16:13:00 MS-064 B-Quad Recovering from Maintenance, Regulator Error Maintenance Reg Error N/A Non-Physics

21-Dec 12:00:20 MS-077 Y-Quad
While ramping to Injection, the 8b-qd2 quench detector tripped, 
George says the Main Quad PS went into some kind of oscillations. Oscillation Oscillation Non-Physics

22-Dec 2:53:48 MS-083 Y-Dipole

PFN1 and PFN2 Faults, Later in the evening (17:01:56) same day, 
with down time available, maintenance was performed to tighten 
possible loose wire connections. PFN Fault PFN Fault Non-Physics

22-Dec 12:09:04 MS-081 B-Quad Recovering from Maintenance, Regulator Watchdog Maintenance Reg Error N/A Non-Physics
22-Dec 23:32:48 MS-082 Y-Dipole PFN1 and PFN2 Faults PFN Fault PFN Fault Non-Physics

24-Dec 2:11:52 MS-088 Y-Dipole
Current Glitch on the main caused the 5b-qd1 quench detector to 
trip. Current Glitch Non-Physics

24-Dec 9:06:48 MS-089 Y-Dipole
Current Glitch on the main caused the 3b-qd1 quench detector to 
trip. Current Glitch Non-Physics

24-Dec 18:45:28 MS-090 Y-Dipole
Current Glitch on the main caused the 7b-qd1 quench detector to 
trip. Current Glitch Non-Physics

24-Dec 22:21:24 MS-092 Y-Dipole
Current Glitch on the main caused the 3b-qd1 quench detector to 
trip. Current Glitch Non-Physics

25-Dec 0:52:56 MS-093 Y-Dipole
Current Glitch on the main caused the 3b-qd1 quench detector to 
trip. Current Glitch Non-Physics

25-Dec 18:45:36 MS-097 Y-Dipole
Current Glitch on the main caused the 7b-qd1 quench detector to 
trip. Current Glitch Non-Physics

28-Dec 21:15:00 MS-102 All
Power Dip caused all 4 Phase Lock Loops in the mains to lose lock 
and required reset by Carl Phase Lock Loop Fault Non-Physics

29-Dec 13:32:04 MS-106 B-Quad Recovering from Maintenance, Regulator Error Maintenance Reg Error Non-Physics
29-Dec 13:59:20 MS-107 B-Quad Recovering from Maintenance, Regulator Error Maintenance Reg Error Non-Physics

31-Dec 4:57:32 MS-109 Y-Dipole
Yellow Main Dipole PS PFN1 and PFN2 Faults during the ramp up 
from Injection to Store.  (tripped a 1676 amps) PFN Fault PFN Fault

1-Jan 7:06:32 PR-001 Y-Dipole

Link pulled by YD Ground Current Trip. Postmortem shows ground 
current on the power supply and quench grounds. I don't understand 
the current on the quench ground. I watched the ground currents 
during the next ramp, they looked good.  I will have to watch this, 
may instrument some points in the circuit on the next maintenance 
day.  CS GFI Ground Current 0 40

3-Jan 8:52:20 PR-005 Y-Dipole

yellow quench link trip was caused by yellow main dipole ps. The ps 
had a ground fault. The ground fault was caused by the positive 
quench protection crowbar SCR suddenly conducting. Ganetis GFI Ground Current 0 204

3-Jan 8:52:24 PR-006 B-Dipole

blue quench link trip was caused by blue main dipole ps. The ps 
had a ground fault. The ground fault was caused by both quench 
protection crowbar SCR suddenly conducting. This caused a sudden 
decrease in the ramp module current. This is the first time I have 
seen this fault on the blue ps.  Ganetis GFI Ground Current 0 28

3-Jan 16:16:44 PR-007 Y-Dipole
yellow quench link trip was caused by yellow main dipole ps. The ps 
had a PFN1 fault and PFN2 fault. Ganetis PFN Fault PFN Fault 0 24

4-Jan 9:06:32 PR-010 Y-Dipole yellow main dipole ps had pfn1 and pfn2 faults.  Ganetis PFN Fault PFN Fault 0 36

4-Jan 15:46:56 PR-011 Y-Dipole

yellow dipole main tripped the link on a ground current fault.  Don 
Bruno  The ground current was caused by the positive quench 
protection crowbar SRC turning on.  Ganetis  GFI Ground Current 0 57

4-Jan 15:47:00 PR-012 B-Dipole
The blue dipole ground current trip was caused by both positive and 
negative quench protection crowbar SCR turning on.  Ganetis GFI Ground Current 0 37

5-Jan 7:11:04 PR-013 Y-Dipole

yellow quench link trip caused by yellow main dipole p.s. . The p.s. 
had a ground fault. The ground fault was caused by the positive 
quench protection crowbar SCR truning on.  Ganetis GFI Ground Current 0 16

5-Jan 18:28:44 PR-016 Y-Dipole

The Yellow Dipole was instrumented to gain some understanding of 
the ground current trips that have been occurring. Data will be 
automatically collected on time B trips of the Yellow Dipole. Points 
were also brought out on the Blue Dipole, but these are not 
presently monitored. This trip was deliberate and tested the data 
acquisition system.  CS Instrumentation Added None 0 0

6-Jan 11:12:24 PR-019 Y-Quad

The yellow quench link trip at 11:12:25.26 is not recorded in the e-
log. This trip was caused by a dip in the current signal of the yellow 
main quad p.s. Carl S. was investigating something in the Output 
Circuit Compartment at that time and inadvertently caused the 
current signal to change. Ganetis Current Signal Dip None 0 102

6-Jan 20:06:20 PR-021 Y-Dipole

yellow quench link trip was caused by yellow main dipole ps. The ps 
had a ground fault. The ground fault was caused by the positive 
quench protection crowbar SCR suddenly conducting. Ganetis GFI Ground Current 0 24

8-Jan 2:44:56 PR-029 Y-Quad

The yellow quench link recovery did not bring up the yellow main 
quad again when the script was utilized at 0242. Carl was contacted 
and he had to send the reset command to the yellow quad. jak  Did not Reset None 0 0

12-Jan 0:01:04 PR-035 Y-Dipole

This QLI was due to the yellow main dipole. The PET page showed 
that the flat-dmain indicated a Out Cur 2  fault. The Postmortem 
plot for the yellow d-main is below. This was not a Beam induced 
event. The beam had been aborted several minutes before the 
mains ramped. (We had to reset cfe-7a-ps2 between dumping the 
beam and ramping.)  jak Out Current 2 Fault Out Current 2 Fault 0 29

22-Jan 15:56:27 PR-058 B-Dipole

The Blue Dipole tripped on an overcurrent on OCC SCR 1-1. The 
channel measured 33% higher than the other channels in the bank 
at flattop current; it was determined it was a slope error. This 
channel was recalibrated. The channel will be examined at the next 
maintenance day to determine the ultimate cause.  CS Current Monitor Current Monitor 60 60

3-Mar 5:44:48 PR-118 Y-Quad

Yellow quench link trip was caused by the yellow main quad p.s.. 
The p.s. had a regulator error fault. The permit link tripped after the 
quench link.  Ganetis Reg Error Reg error 0 63

3-Mar 6:19:08 PR-119 Y-Quad

Yellow quench link trip was caused by the yellow main quad p.s.. 
The p.s. had a regulator error fault. The permit link tripped after the 
quench link.  Ganetis Reg Error Reg error 0 Start of Maint.

3-Mar Maint
PR-118 and 

PR-119 Both

16:44 : Maintanence day activities on the RMMPS included 
checking instrumentation on the Blue Dipole and investigation of 
the Yellow Quad RegErr trips at 5:45 and 6:19 this morning. The 
regErr trips occurred when the yellow quad was switching from 
flattop to ramp power modules during the upramp. This type of fault 
has not been seen before. The regulator chassis was reset when 
software to investigate the problem was loaded. After the reset the 
problem could not be reproduced. CS Maintenance Reg error 0 0

11-Mar 9:55:12 PR-128 Y-Quad

The yellow quench link trip was caused by the yellow main quad 
p.s. whereas a regulator error fault had occurred. The permit link 
tripped 0.031 seconds after the quench link. Heppner Reg Error Reg error 0 20

Prepared by Gregory P. Heppner 12



RHIC Physics 2003-2004
Main Power Supplies Building 1004B Summary Report

12-Mar 14:31:48
PR-131, 132 

and 133 Y-Quad

14:31:48  first in, Techs replaced the Ramp Digital Firing Card.  
15:40:08 second in, Carl was notified.  And also at 17:41:56 third 
time.  The problem with the Yellow Quad Ramp Power Module was 
a loose AC wire feeding the SCR gate driver boards. During the 
course of the troubleshooting a spare firing spare board was 
installed in the regulator for the Yellow Quad. This board had a 
bent pin the prevented it from operating properly. After fixing these 
two problems a hysteresis ramp was run. CS Loose Wire Connection Reg error 259 259

22-Mar 6:28:32 PR-146 B-Dipole

blue quench link trip was caused by the blue main dipole p.s.. The 
p.s. had a PFN1 Fault and a PFN2 Fault. The permit link tripped 
after the quench link.  Ganetis PFN Fault

PFN1 Fault, PFN2 
Fault 20

22-Mar 15:06:48 PR-144 B-Quad

4b-time.B QLI, Called Carl about a curr mon  indication for the blue 
main quad. Beam dumped cleanly and no magnets quenched 
during this QLI.  jak Carl adjusted the current trip point for SCR26. 
jak Current Monitor Current monitor 42

23-Mar 6:28:32 PR-146 B-Dipole

blue quench link trip was caused by the blue main dipole p.s.. The 
p.s. had a PFN1 Fault and a PFN2 Fault. The permit link tripped 
after the quench link.  Ganetis PFN Fault

PFN1 Fault, PFN2 
Fault 20

5-Apr 5:35:08 PR-162 B-Dipole

The quench link was pulled due to a quench detector at 1b-qd1 that 
picked up the Blue Main Dipole Power Supply as it had gone into 
oscillation when switching from Flat Top Current to Ramp Current.  
There was no beam in the machine at the time, A large spike on the 
dipole buss seen at B12DSA4_A3VT exceeded max limits.  This is 
not a real magnet quench.  Cause: Blue Main Dipole Power Supply, 
Oscillation. G. Heppner Oscillation 20

9-Apr 5:04:16 PR-166 B-Dipole

blue quench link trip was caused by 1b-qd1 quench detector. The 
voltage signals going into the quench detector were not normal due 
to the blue main dipole power supply oscillating. On the down ramp 
the ps started to oscillate when it switch from the flat top power 
module to the ramp power module. Carl S. is investigating this. 
Ganetis Oscillation 21

10-Apr 3:58:00 PR-168 Y-Quad

Yellow quench link trip was caused by the yellow 6-KA Quench 
Protection Switch. The switch was turned off by the quench recovery 
program. The quench recovery program was re-run because the 
yellow main Quad p.s. did not come up to current. Carl S. should be 
contacted to investigate this. Ganetis 

Y-Quad did not turn On during a recovery Script. 
(see 13-Apr at 4:00:44 PR-171 for Fix) Reg Off 30

10-Apr 7:41:32 PR-170 Y-Quad

Yellow quench link trip was caused by the yellow 6-KA Quench 
Protection Switch. The switch was turned off by the quench recovery 
program. The quench recovery program was re-run because the 
yellow main quad p.s. did not come up to current. Carl S. should be 
contacted to investigate this. Ganetis 

Y-Quad did not turn On during a recovery Script.(see 
13-Apr at 4:00:44 PR-171 for Fix) Reg Off 30

13-Apr 4:00:44 PR-171 Y-Quad

The Yellow Main Quad power supply would not come back on after 
this Quench Event.  Four tries to the TAPE script was required 
before bringing the yellow link back up.  Carl was called at home 
and found the problem as described here: 5:39:  The PLC program 
for the YQ was corrupted. I checked the program and reloaded it. 
Carl Schultheiss PLC Program Corrupted and was reloaded by Carl.

PLC Program 
Corrupted 52

14-Apr 2:54:40 PR-174 Y-Dipole

C. Schultheiss was contacted after the Yellow beam energy 
matching at injection was found to gradually be getting worse since 
sometime during the day on Tuesday.  Carl found that the y-dmain 
DCCT reading has been dropping gradually over the last few 
ramps.  He and R. Difranco swapped out the DCCT electronics and 
tightened the head connectors on the DCCT.  The DCCT reading is 
now back to where it was before any abnormal activity was observed 
this week (Monday @ 18:00). DCCT Electronics Many 71

14-Apr 3:13:40 PR-175 B-Dipole
C. Schultheiss working on the Yellow Main Dipole (PR-174), accidentally 
tripped the Blue. Carl accidentally tripped blue DCCT Reg 42

14-Apr 12:40:28 PR-176 Y-Dipole

DCCT Reg Error for the Yellow Main Dipole Power Supply, the Main Voltage 
initially shot up approximately 40 volts, current signal on Qdplots showed 
several spikes before dropping tripping off.  All this pulled all 13 Yellow 
Quench Detectors, tripping the link. G. Heppner Yellow Main Dipole Power Supply, DCCT Reg Error DCCT Reg 120 120

14-Apr 19:46:56 PR-178 Y-Dipole

Carl switched over to regulate off of the redundant DCCT for the yellow dipole 
main p.s.'s. He said there is a problem with it. He will go back to the original 
DCCT but he has installed new connectors for it and will install a new 
electronics module for it. Don Bruno 

Yellow Main Dipole Power Supply, DCCT Maintenance 
Related 30 28

14-Apr 20:19:36 PR-179 Y-Dipole

Dropped the link to restore the DCCT's. The Holec unit was showing a lot of 
noise (100 mA pk to pk at 80 Hz). The regulator is now using a third Danfysik 
electronics unit. The redundant DCCT read back is not working properly, it 
will be fixed at the next maintenance day. CS  

Yellow Main Dipole Power Supply, DCCT Maintenance 
Related.  April 15, 2004: Further investigation of the 
original DCCT Burndy Connector from the DCCT Module 
at the DC Buss that was replaced showed that female “Pin - 
D” had no longer spring tension to secure the mating pin. F. 
Orsatti 45 73

18-Apr 11:37:52 PR-184 Y-Quad

Several voltage taps around the ring have alarmed (10a, 7b, 12a, 11b, 2b), and 
this occurred while we were ramping down, so no beam was in the machine. 
This is a typical signature of a yellow main problem. Libby is contacting Carl 
Schultheiss to investigate, and we're ramping other mains back down to zero. 
TJS, Sanjee, AJK, Libby   Yellow quench link trip was caused by 11b-qd1 
quench detector. The quench detector tripped because of a erroneous current 
signal from the yellow main quad power supply. ganetis

Yellow Main Quad Power Supply, Regulation Problems 
during the down ramp.  Carl reset the Regulator via the 
internet. 0 65

29-Apr 14:56:40 PR-199 Y-Dipole

Testing of Fast Ramps for High Energy Gold Run for next year.  The 
coefficients for the ramps had to be changed as they are currently set for the 
Polarized Proton Run!  Not a real quench.  G. Heppner Maintenance Testing of Fast Ramps Reg error 0 maint

29-Apr 14:56:40 PR-200 B-Dipole

Testing of Fast Ramps for High Energy Gold Run for next year.  The 
coefficients for the ramps had to be changed as they are currently set for the 
Polarized Proton Run!  Not a real quench.  G. Heppner Maintenance Testing of Fast Ramps Reg error 0 maint

Time Totals: 1171 1633
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RHIC Physics 2003-2004
QPA's Summary Report

Date Time In QPA I-dent S/N Alcove Bldg. Initial Analysis Performed Final Cause Fault ID
Tech Time in 

minutes
Link Down 

Time in min.

9-Dec 8:55:38 yi11-sxf 11B

Received call at 09:15, Snapshot indicated Standby-
Remote Quench, qpa page showed that this supply had 
failed on Fan Fault. Replaced both fan switches. Fan Switches (2) Quench 73 Non-Physics

20-Dec 7:29:00 yo8-tq6 990190 1006

OVC Fault, CAS swapped out and installed 990216, 
approx 75 minutes.  However, as MCR tried to recover, this 
spare unit also failed. See next entry.

Tech reworked all insulation displacement 
connectors then heat ran for approximatly 1 
month.  All good, returned to Spares. OVC 75 Non-Physics

20-Dec 8:59:00 yo8-tq6 990216 1006

Fuse Fault, Spare unit off the shelf indicated a fuse fault.  
Approx 45 minutes to replace, Techs are running it for a 
heat run.

Tech reworked all insulation displacement 
connectors then heat ran for approximatly 1 
month.  All good, returned to Spares. Fuse 45 Non-Physics

3-Jan 17:19:24 bo3-qd7 1004

Ref to PR-008 & PR-009 , QPA fan fault that caused the 
link to come down and not to recover when tried.  CAS 
replaced two air vane switches with new ones.  Fan Switches (2) Fan 60 91

17-Jan 15:03:00 b12-dh0 1012

Ref to PR-042 , QPA failed on multiple faults (Thermal, 
Crowbar, Fuse, OVC and Fan)  Unable to reset, CAS 
swapped out the controlled board.

Main Controller Board, U10 Processor chip 
had gathered contamination probably due 
to moisture from high humidity during the 
summer shutdown and was causing 
intermitting contact indicating faults.  (VCC 
Power lost to the chip).  Socket and chip 
were cleaned.  Further testing showed no 
problems, returned to Spares.

Thermal, Crowbar, 
Fuse, OVC and 
Fan 67 108

18-Feb Prep yo9-snk7-2.3 1014 9C

RQP-08-SPL, Upon the start of Initial testing and before 
power up, George requested that we inspect the internal 
circuits to the qpa.  Found the snubber circuit had been 
destroyed by possible excessive current flow from the 
previous run (fy03).  The C1, 20 uf cap checked out okay 
but the 100ohm 12W resistor had been torched. Unexplained

Preparation for 
upcoming p^ Run 
fy04 N/A N/A

26-Apr 3:49:17 yo1-sxf 990042 1B

RQP-02, 100 amp: yo1-sxf had quenched while MCR was 
filling the yellow ring.  MCR ran the recovery but the the 
supply remained off so they contacted D Bruno.  Alarm log 
indicated a fan fault so it was descided that CAS make an 
entry and replace the entire unit.

Faulty fan, replaced with a new one, p/n 
020188 Fan 55 72

4-May 0:00:01 bi4-tq4 1004

PR-209, Power Dip on May 3 at 22:17:16 cause Quench 
Links to trip.   Upon recovery, Fan Fault occurred and 
would not reset.  Tech was called in to repair fault Fan Switches (2) Fan 30 30

4-May 0:00:01 yo8-qd1 1008

PR-209, Power Dip on May 3 at 22:17:16 cause Quench 
Links to trip.   Upon recovery, Fan Fault occurred and 
would not reset.  Tech was called in to repair fault Fan Switches (2) Fan 30 30

12-May 14:06:07 bi9-tq6 990217 1010

While bringing up the link due to bo7-qf2-ps fiber optics card, bi9-
tq6-qpa developed an OVC Fault that could not be reset. Replaced 
the QPA. Note: Temperature in the service buildings are warm. G. 
Heppner Unit in repair OVC 30 45

12-May 14:48:00 bi9-qd2 1010

While waiting for the links to recover from a quench event, Wing 
noticed that the +12V1 LED for bi9-qd2-qpa was not ON.  
Watching the link come up and the supplies to ON, it was 
determined that perhaps the LED burnt out or may have been 
soldered in backwards from the beginning.  To be put on 
Maintenance List. Place on Maintenance List N/A 0 0

Time Totals: 465 376
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RHIC Physics 2003-2004
Quench Switches, Building 1010A Summary Report

Date Time In Switch ID Initial Analysis Performed Final Cause Fault ID
Tech Time in 

minutes
Link Down Time 

in min.

4-Dec 13:10:44 B10DQPSW

The Main Contactor was found to be stuck in the closed position.  
A loose connection found near the PLC was cleared and found 
not to be the problem.

A 110vdc trip coil that that triggers the main contactor open, 
failed and was replaced.

Electric Safety Fault, PFN 
Voltage High, Contactor Fault, 
Thermal Fault, Over Current 
Fault, UPS Fault | cfe-10a-ps3    225 Non-Physics

5-Dec 1:05:52 Y9DQPSW

UPS fault.  The UPS checked okay by CAS so it appeared to be 
the PLC interface card in the UPS. CAS investigated for Wing and 
found the +12V missing on the Y10DQPSW quench switch. Wing 
discovered the fuse that was removed for electrical LOTO 
yesterday in 1010 was improperly installed. He removed it, 
inspected it, and reinstalled it properly.

Improper Fuse:  (Comment by Physicist: 13:08: Note that 
fuses were removed and reinstalled by CAS in 1010 at 5 AM 
today. We should make sure that this was done correctly or 
whether it needs better instructions. TR) Later, it was known 
that CAS did not remove the fuse in question and that it may 
not have been properly installed from the beginning and 
final faulted in time. UPS Fault 347 Non-Physics

5-Dec 11:59:08 Y9DQPSW
Routine Maintenance to tighten wires, clean PLC card contacts 
and inspect of same.. Reworked wires into PLC as needed. N/A N/A Non-Physics

5-Dec 11:59:08 Y10DQPSW
Routine Maintenance to tighten wires, clean PLC card contacts 
and inspect of same.. Reworked wires into PLC as needed. N/A N/A Non-Physics

5-Dec 11:59:08 B9DQPSW
Routine Maintenance to tighten wires, clean PLC card contacts 
and inspect of same.. Reworked wires into PLC as needed. N/A N/A Non-Physics

5-Dec 11:59:08 B10DQPSW
Routine Maintenance to tighten wires, clean PLC card contacts 
and inspect of same..

Reworked wires into PLC as needed.  Found Fuse Holder F10 
to have a loose contact connection.  No Spares available: 
temp replaced with a standard type fuse holder with pig tails 
for connection. N/A N/A Non-Physics

18-Feb Maint. ALL Routine Maintenance, check of Dump Resistor Bolts. N/A N/A Non-Physics

20-Apr 15:49:36 B9DQPSW

Upon investigation, found that the B9DQPSW had indeed indicated OVC and that there was 
also a Battery Fail Light indication on the UPS-3000 that supplies the uninterrupted power to 
the rack.  Also found the  same UPS condition for Y10DQPSW existed (See Yellow PR-187 
below) but yellow remained on.   TAPE Recovery failed on the first attempt, Wing Louie 
informed that an Over Current Fault for any of the four Quench Switches located in building 
1010A requires a manual reset at the switch itself.  We waited as George Ganetis began to 
Analyze why there had been no Data stored on the Postmortems for the Quench Switches. 
(See MCR LOG below for details) G. Heppner

blue quench link trip was caused by a loss of power to the b9 6K Amp 
quench protection switch. We believe the UPS for this switch had a 
bad battery and when the UPS was doing a self-check, it could not 
supply power to the switch and this caused the switch to open and to 
show a fault.  Ganetis OVC 120 190

Time Totals: 692 190
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UPS Battery Replacement that was required during Physics fy04 Run

Date I-dent
MFG Part 
Number Qty Replaced Technical Notes

20-Apr B9DQPSW RBC11 2

Upon investigation, found that the B9DQPSW had indeed indicated OVC and that there was also a Battery 
Fail Light indication on the UPS-3000 that supplies the uninterrupted power to the rack.  Also found the  
same UPS condition for Y10DQPSW existed (See Yellow PR-187 below) but yellow remained on.   TAPE 
Recovery failed on the first attempt, Wing Louie informed that an Over Current Fault for any of the four 
Quench Switches located in building 1010A requires a manual reset at the switch itself.  We waited as 
George Ganetis began to Analyze why there had been no Data stored on the Postmortems for the Quench 
Switches. (See MCR LOG below for details) G. Heppner   blue quench link trip was caused by a loss of 
power to the b9 6K Amp quench protection switch. We believe the UPS for this switch had a bad battery 
and when the UPS was doing a self-check, it could not supply power to the switch and this caused the 
switch to open and to show a fault.   Ganetis 

22-Apr Y10DQPSW RBC11 2

yellow link trip was caused by a loss of power to the y9 6K Amp quench protection switch. We turned off 
the UPS to do a self-check on the battery. This battery is marginal and will have to be replaced within the 
next couple of days.  Ganetis Yellow Link was tripped to replace the UPS Batteries for the Y10DQPSW 
Quench Switch in building 1010A. (Reference to April 20, 2004, QLI for Yellow 10a-ps3.B @ 17:18) G. 
Heppner 

From the Desk of Gregory P. Heppner 5/13/2004  2:43 PM



RHIC Physics 2003-2004
Bruker Sextupole Power Supply Summary Report

Date Time In I-dent Alcove Rack Initial Analysis Performed Final Cause Fault ID
Tech Time 
in minutes

Mach Down 
Time in min.

9-Dec 8:55:38 yi11-sxd-qpa 11B

When analyzing yi11-sxf-qpa fault Dec 9, at 8:35:38, found this supply to 
have tripped off on Crowbar.  Snapshot indicated Standby-remote-
quench.  Using High Resolution (720Hz), one can see that a voltage 
spoke of 9V is what caused the qpa to crowbar.

Voltage Spike to 9v, 
no action taken. Quench N/A Non-Physics

28-Jan 8:02:00 yo1-sxf 1B

Quenched at 10 amps, 9:40: M. De La Vergne swapped out the A7 Controller Digital 
Card and the A4 Controller Analog card as per Don Bruno.  This was not the cause 
so they swapped madc signals with another supply and placed the original cards back 
into the supply and all went well.  Confirming that the supply is not the cause, 
handed problem off to Controls and after intensive investigating, they replaced the 
Medium Res Card (16 bit) and that fixed the problem, Handing back over to MCR at 
13:35.

Controls, (16 bit)  
Medium Res Card Quench 235 333

Time Totals: 235 333
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RHIC Physics 2003-2004
Snake / Spin Rotators Power Supply Summary Report

Date Time In Type I-dent Alcove SQ Ref Initial Analysis Performed Final Cause Fault ID
Tech Time in 

minutes
Est. Down Time 

in min.

18-Feb Preparation snk

RHIC ps work performed today: Don Bruno. 1) All snakes and spin rotators were 
put into STANDBY and the DCOC's set to 50A. The qpa for yo9-snk7-2.3-qp was 
swapped out also.  11) The error adjust for the snake and rotator p.s.'s was 
reduced from 1.25V (5V) to 0.75V (3V) and the error delay was reduced from 
3.7V (4sec) to 1.67V (1sec). N/A N/A

18-Feb Preparation spin

RHIC ps work performed today: Don Bruno. 1) All snakes and spin rotators were 
put into STANDBY and the DCOC's set to 50A.  2) The error adjust for the snake 
and rotator p.s.'s was reduced from 1.25V (5V) to 0.75V (3V) and the error delay 
was reduced from 3.7V (4sec) to 1.67V (1sec). N/A N/A

21-Feb Preparation both All

22:18 : I have finished turning on all of the snake and rotator p.s.'s to 1 amp. 
Only one p.s. would not go up to 1 amp. This was bi8-rot3-1.4-ps. The setpoint 
would not increase even though the wfg went up. We will have to check this out 
the next maintenace day. I left bi8-rot3-1.4-ps in STANDBY with no faults. I will 
leave all of the other snake and rotator p.s's on at 1 amp so we can monitor 
them. Don Bruno  [ rhic ps ] N/A N/A

21-Feb 22:18:00 spin bi8-rot3-1.4 9A 7

22:18 : Would not go up to 1 amp. The setpoint would not increase even though 
the wfg went up. We will have to check this out the next maintenace day. I left 
bi8-rot3-1.4-ps in STANDBY with no faults. I will leave all of the other snake 
and rotator p.s's on at 1 amp so we can monitor them. Don Bruno [ rhic ps ]

Need to 
Investigate March 
3rd. N/A N/A

28-Feb 11:07:02 spin yo5-rot3-2.3 5C 14
Supply tripped to the Off state, reason unkown.  Supplies are running at 1 amp 
for breakin period, Polarized Proton run due to begin March 1, 2004.

Need to 
Investigate March 
3rd. N/A N/A

2-Mar Maint. snk

yo9-snk7-1.4, 
yo9-snk7-2.3, 
bi9-snk7-1.4  
bi9-snk7-2.3 9C

20:36 : I needed to take more time this maintenance day to install new voltage 
tap cables and a new card in the 9c snake quench detector. Preliminary test in 
bldg. 902 of the instrumented snake magnet is showing there is a problem with 
the present system configuration in detecting certain types of quenches. This 
new configuration should solve this. I still need to do some data base work and 
do more testing in bldg. 902 before I will be able to test this new configuration 
in the ring. Ganetis

Upgrade of 
Quench System N/A N/A

17-Mar Maint.
snk and  

spin All

3C, 5C, 
7A, 7C, 
9A, 9C

21:07 : Hardware and software modifcations to the quench detectors in 9c, 3c, 
and 9a are complete and tested. The hardware modifcations are complete in 
7c. There is still one day of tunnel work to complete 7a and 5c. All the testing 
done so far has been at low current. I will need at least one more long day to 
test the magnets to high current after all the modifcations are done. If there are 
blocks of 4 hours of down time I might be able to do the high current testing on 
some of the magnets then. Ganetis 

Upgrade of 
Quench System N/A N/A

25-Mar 9:00:00
snk and  

spin All 3C, 9A

10:49 : Today Tom and Gregg installed the new setpoint cards for the snake and 
rotator p.s.'s in 3c and 9a so more testing can be done. Don Bruno  [ rhic ps ] 
This took place during a Controls Failure that allowed us a brief tunnel access. 
G. Heppner

New Setpoint 
Cards N/A N/A

2-Apr Maint. snk yi3-snk7-2.3 3C

High Ground current reading on the MADC's when initial testing.  Found the 
metal can that supports the 500mcm cables to the magnet tree had been 
positioned to low durning a previous modification to add more Quench 
Monitoring signals, was shorting one of the power leads to earth ground.  Repositioned can

Ground Current 
Reading high on 
MADC 60 N/A

2-Apr 16:42:06 snk yi3-snk7-2.3 3C SQ-001

Supply steady at Idle current of 1.08 amps when the Voltage and Current spiked 
causing the quench detector to trip the supply.  Maximum levels at trip: Current 
= 5.53 amps, voltage = 8.55 volts.  Iref remained constant therefore eliminating 
the current regulator card for relay setpoint un-stabilization.  Heppner

Standby - 
Quench N/A

Physics not 
taken data

3-Apr 20:50:12 snk yi3-snk7-2.3 3C SQ-004

yi3snk7-2.3 tripped because the ps had a sudden jump in current. This caused 
the quench detector to trip. Then 2.4 sec later yi3snk7-1.4 quenched due to 
warm gas from yi3snk7-2.3 tripping and then quenching.  Ganetis 

Standby - 
Quench N/A 85

4-Apr 10:35:56 snk yi3-snk7-2.3 3C SQ-005

yi3-snk7-2.3 tripped because the ps had a sudden drop in current. This caused 
the quench detector to trip. Then 2.4 sec later yi3-snk7-1.4 quenched due to 
warm gas from yi3-snk7-2.3 tripping and then quenching.  This is an on going 
ps problem with yi3-snk7-2.3. It has tripped at least once a day. D. Bruno should 
get time to fix this. This was not caused by any beam loss.  Ganetis Called in, 
however, due to continued RF work, access was not permitted. After a two-hour 
wait, MCR and I consulted, Power Supply was running and had not tripped 
since. Decision was made to leave. G. Heppner

Standby - Error 
Signal - Quench N/A 48

4-Apr Maint. snk yi3-snk7-2.3 3C

SQ-001, 
004 & 
005

Maintenance Day 3 days:  1) Examined all D connectors, cards and found 2) 
new Iref card had possible been water damp due to heavy rains the day before.  
Lables on card had been shrivanbled.  3) Found the Voltage pot on the power 
10 was 1 1/2 turns shy of full output.  4) Controls group went ahead at our 
request and replaced their Low Res card.  G. Heppner)

2) Water damp 
Iref Card, 3) 
Voltage pot 1 1/2 
turns shy of full, 4) 
Low Res card 
replaced N/A Maint 4320 min

14-Apr 14:36:07
snk and  

spin All

3C, 5C, 
7A, 7C, 
9A, 9C SQ-009

There was a power failure at 1004B today at 14:17. The snake magnets quenched at 14:36 
because the UPS at 1004B, which keeps the event link up ran out of battery power. When 
the event link goes down the setpoint drops to zero very quickly and the snake magnets 
quench if they are above 20A. We had 19 minutes to ramp down the snake power supplies if 
we would have had an alarm from the UPS that keeps the event link up. The alarm would 
tell us that the batteries in the UPS have started delivering power. We think it would be 
very good to get an alarm to the alarm screen from this UPS so we know we know that the 
event link will go down in 19 minutes and we can ramp the snakes down before the event 
link goes away. Don Bruno 

Power Failure at 
1004B substation Quench 0 340

27-Apr 0:13:31 spin yo5-rot3-2.3 5C SQ-012

Rotator trip was caused by 5c-qd1 quench detector. The quench detector tripped because yo5-
rot3-2.3-ps had a sudden increase current. It was a 4.2 Amp increase in .15 sec. The quench 
detector cannot work at these ramp rates. This is a power supply problem and D. Bruno is 
investigating. The beam permit tripped after the snake trip. Magnet yo5-rot3-1.4 also 
quenched due to warm gas from the yo5-rot3-2.3 quench. Ganetis 

Ref to 29-Apr 
Maintenance Quench

29-Apr Maint. spin yo5-rot3-2.3 5C

Scheduled 4 hour maintenance: Yo5-rot3-2.3: 1) Inspected Current Regulator card because the Error 
Signal was not represented properly on the postmortems.  Found jumper for E42 to E44 missing, this in turn 
opens the circuit to the instrumenation amplifier.  2) Replaced the Setpoint card.  3) Replaced the Low Res card 
(S/N 033 out, S/N 079 put in place).  4) Put up a plastice rain barrier sheet as water may have been dripping onto 
supply.  20 Maint 240 min

Time Totals: 80 473
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RHIC Physics 2003-2004
Maintenance / Misc Fault Summary Report
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Date Type of: Maintenance Work Performed during Physics Run fy04
Scheduled Maint Time 

in minutes
Actual Time in 

minutes

3-Dec Maint.

RHIC Power Supply Maintenance: 1. work on the code for the regulator error fault on the main p.s.'s was done but not complete so PL
USE SLOW FACTOR 6 IN GOING FROM ZERO TO PARK from now on until this is fixed. All the other slow factors for ramping remain
same. 2. bo3-tq5-ps was swapped out. 3. There is one broken air conditioner in alcove 11C which must be repaired, the other air conditio
working. 4. Ice build up was found on the magnet tree of YO8Q1 because the floor fan was broken. The fan was replaced. Don Bruno [ rhic ]

EASE 
 the 

ner is 
x x

8-Dec Maint.

RHIC Power Supply Maintenance:/R ps- Swapped out bo3-tq6, fake FET fault, this was done last week.  Mains=Re-routed feed for G
Drives to Power Module front panel control switch. Done on all. Fix for zero current RegError problem. This may be fixed because of a 
was set wrong in Carl’s code. Done.Checked for loose wire on Aux contacts of DC Contactor for yellow main dipole OCC.  Alcove=Y
swapped out of alcove 11C. Brian and Tom did this. Brian said the side of the p.s. by the hkps was very hot so it seems like something
This p.s. tripped multiple times on an error signal fault but after MCR set the p.s. to the OFF state and back to stby it stayed on for arou
hours or so before we swapped it out. It tripped at least 6 times on an error fault from 12/6/03-12/7/03. The trips occurred while it was r
so it may be the current regulator error circuit that tripped it out and not the undervoltage causing the trip. Yi11-sxf-qp fan switches were 
replaced because this qpa tripped on a fan fault and the fan fault could not be reset.  Magnets= Rich C and Wing inspected the lead he
sector 8 because the temperatures looked low on the readbacks. They did not find anything wrong but Wing did change a termination 

ate 
flag that 

i11-tv14 
 is wrong. 
nd 12 
amping 

aters in 
x x

17-Dec Maint.

RHIC Power Supply Maintenance: 1. y6-q89-ps swapped out. 2. Signal cable between bo10-qd3-ps and bo10-qd3-qp swapped out. 3. 
Replaced batteries for 8b quenched detector UPS. 4. Maintenance was done on the quench detection server in 4b. 5. Connections were 
checked on yo9-qgt-ps because it has tripped to the OFF state a few times. 6. A horted temperature sensor was replaced on top of the 8b 
valve box. 7.Testing and software changes to the Main power supplies, see Carl's comment at 18:19. The slow factor from park to zero i 8.
This is better for the main power supplies. Don Bruno 

blue 
s now 

480 675

22-Dec Maint.

RHIC Power Supply Maintenance: 1. Corrector bo3-th8 was swapped out. 2. The control card, digital isolation card and node card cable 
were swapped out for yo9-qgt-ps. 3. Heaters were put into the tunnel near the triplets of sector eight. 4. A heater was replaced on top of the 8b 
blue valve box. 5. We looked at YP1 in the ATR line. We could not reproduce the problem but we did swap the TOLDO box of YQ3 with 
installed a spare TOLDO box on YP1. We must keep an eye on YP1 and YQ3. Don Bruno

YP1 and 
240 240

29-Dec Maint.

RHIC Power Supply Maintenance: 1) Replaced 5v p.s. in node card chassis in 1002B that feeds the quench link bypass chassis. 2) 
Replaced fiber optic interface card yi2-qf9-ps.{Note: testing of spare fiber card only, supply is good} 3) Lead heaters inspected in 1008B blue 
valve box. 4) Main p.s. signal connections disconnected and cleaned. 5) quench detectors for sextupoles re-trained. 6) alcove 9c quench 
detector network connection fixed. Don Bruno [ rhic ] 480 480

7-Jan Maint.

RHIC Maintenance Started at 0700 to 1500, work on the mains delayed causing maintenance to continue until machine handed over to
at 2044 hour.  1) Replaced yi2-qf9 fiber optics card and returned to Al for checks. 2) Replaced yi10-qf9-ps auxiliary contacts. 3) Replaced bo1
qf8-ps auxiliary contacts. 4) Inspected bo6-tq4 current reg card and found faulty Local Remote relay and repaired. 5) Load new revision for 
timing resolver for main power supplies, bldg 1004. (done on Jan 5) 6) Change data base after replacement of failed temp sensor at Y6-17
7) Verify correct ID numbers for bo3-th8 and bi4-tv4 for data base. 8) Setup diagnostic equipment on the yellow main dipole for unexplained 
faults. 

 MCR 

TA.  

480 824

13-Jan Maint.

Scheduled Maintenance for 1600 to 2000 hours. 1) Replace Standard control cards with modified version that should eliminate the fau
FET fault on power supplies yi10-tq5 (s/n 017) and yo9-tq6 (s/n 026) in bldg 1010 and monitor same. 2) Inspect MOV for correct position on 
SSR-1 located inside yi6-qf9-ps (Checked out to be right). 3) Replace bo10-th20-ps (alcove 11B) as it had begun to become a problem, 
tripping on error (4X) during this shift prior to maintenance. 4) Install soft ground circuits in all the beam permit bypass chassis. 5) Modify 
program for PLC due to a reset command  to power supplies and QPAIC at the same time.  Should only be sent to the power supply.  6) Installe
New PLC Programs in all service buildings

lty 

240 90

21-Jan Maint.

RHIC Power Supply Maintenance: 1) The aux contacts were swapped out for bi9-qd6-ps. 2) Corrector bi1-qs3-ps was swapped out. 3) The 
buffer card was swapped out for b12-dhx-ps and the wires on the insulation displacement connectors on the IGBT driver cards of b12-
were checked and re-compressed in the connectors. 4) The signal cables between the qpa and p.s. were checked on bo10-dhx-ps and bo
qd7-ps. 5) yi10-tq5-ps was swapped out. 6) The polarity of yo8-oct3-ps was checked and no problems were found. 7) The warm dipole p.s. yi10-
th3.1-ps now accepts remote commands, this was fixed. 8) New MADC signal cables were run in all the service buildings except 4b which l
at the quench signals going into the permit module. 9) Maintenance was done on the quench detection. server. Don Bruno [ rhic ]

dhx-qp 
10-

ook 
480 570

4-Feb Maint.

RHIC Power Supply Maintenance: 1) The DC cables were disconnected and shorted out at the magnet end for the warm dipole p.s.'s.  2) New 
relays were installed in yo12-qd1, yi11-qf3, y12-q6, b12-dhx and b12-dh0 to test out the new fix for the aux contact problems we have had 
with the Dynapower  P.S.'s.  3) Tees were put in the correct location for monitoring the quench link signals.  4) Known voltages were fed into 
the quench input signals and verified at the MADC end.  5) The high voltage read back problem on the 6000A quench switches at 1010 were 
fixed.  6) The trip points on the current monitors for the main p.s.'s were adjusted.  7) Work was done on the regulator error problem for the 
main blue quad p.s.  8) The main p.s. output circuit compartments main scr's were checked for loose connections.  9) The aux contact was 
replaced in bo3-qf8.  10) The ac connections of y12-q7 were checked to make sure they were not loose.  11) The isolation buffer card was 
reseated in bi9-qgt.  12) Inductance tables were changed in 4b-qd1.  13) The fiber optic interface card was swapped out for yi2-qf9.  14) The ac 720 690

10-Feb Maint.

Scheduled 1 hour maintenance , Controls replaced the 6b-ps1 Permit Module Chassis.  Possible grounding 
problem that had been the cause of the mysterious prior QLI trips.  Upon powering down the chassis, both links 
dropped. 60 106

18-Feb Maint.

RHIC Power Supply Maintenance: 16:30: 1) All snakes and spin rotators were put into STANDBY and the 
DCOC's set to 50A. The qpa for yo9-snk7-2.3-qp was swapped out also.  2) The node card cable for bo11-tv5-ps was 
swapped out.  3) One fan was plugged in at sector 10 under inner magnets Q3-2.  4) A broken fan was replaced under 
magnets Q3-1 in sector one.  5) SCR forward voltage monitoring was installed on the blue main dipole OCC.  6) 
The 6000A quench switches were inspected in 1010A.  7) Relay straps were installed for the new aux relay in p.s.'s 
yo12-qd1, yi11-qf3, y12-q6, b12-dh0, and b12-dhx.  8) The signal connections between yo9-dh0-ps and yo9-dh0-qp 
were inspected  9) A k-lock was replaced for one of the quench signals which is monitored by the MADC at 1006B.  
10) bo6-qd1-ps fiber optic card was replaced.  11) The error adjust for the snake and rotator p.s.'s was reduced from 
1.25V (5V) to 0.75V (3V) and the error delay was reduced from 3.7V (4sec) to 1.67V (1sec). 540 462

3-Mar Maint.

Scheduled Maintenance from 0700 to 1500:  1) Setpoint cable connected for bi8-rot3-1.4.ps  2) Swapped out 3u 
control chassis for yo5-rot3-2.3-ps and repaired signal cables on rear of p.s.  3) Ran up rotators in alcove 7c for cable 
resistance measurements.  4) Repaired signal cable on rear of bi9-qgt-ps.  5) Swapped out control crad cof yo12-qgt-
ps.  6) Swapped out corrector p.s.'s bi8-th15-ps, yo8-tv17-ps, bo6-tv9-ps, and yi6-th9-ps.  7) Main p.s.'s - See CS's 
comments at 16:44.  8) New qpa fan switches were installed in bo11-tq5-ps and b12-q7-ps.  9) The warm dipole p.s. 
at 1012A was turned on and tested. It is ready.  10) Examined the current monitoring chassis in Blue 6000A quench 
switches in 1010A.  11) A fan was replaced in the 8b-qd1 quench detector aux bucket.  12) Signal cables for the 
snake magnets fed from alcove 9c were pulled and connected (George has details). Don Bruno  New Ramp Attempt, 
Au6 ramp, reached the top, but down sequence caused QLI (which is I guess expected). Al Marusic 480 734

17-Mar Maint.

(Scheduled for 0700 to 1500 but was extended to 2000 hours) RHIC p.s. maintenance performed: 1) yo4-th12-
ps replaced. 2) Repaired the J2 D Connector on yo12-qgt-ps. We believe this was causing the p.s. to trip to the OFF 
state. 3) Replaced the control card of yo9-qgt-ps and reseated cards. 4) Replaced qpaic B1 in rack R2BBQF3 in 
1002B. (Intermitten readback error, all faults would show up when read while there is actually no faults) 5) Pulled in 
new quench detection cable for the rest of the snakes and rotators. 6) Some of the new quench detection cable has been 
terminated, see George for more details. {Hardware and software modifcations to the quench detectors in 9c, 3c, and 
9a are complete and tested. The hardware modifcations are complete in 7c. There is still one day of tunnel work to 
complete 7a and 5c. All the testing done so far has been at low current. I will need at least one more long day to test 
the magnets to high current after all the modifcations are done. If there are blocks of 4 hours of down time I might be 
able to do the high current testing on some of the magnets then. Ganetis}  7) Tested new snapshot software in alcove 5 780 780

2-Apr Maint.

RHIC Power Supply Maintenance: 1) Connection of quench detection wires in 5C, and 7A Spin Rotators by 
902A Techs.   2)  7C locks removed from the spin rotators  3) Checked operation of ground current monitoring 
chassis in alcove 3C, 9C, 9A, 7C, 7A, 5C.  4)  Alcoves 3C, 9C, 9A, 7C hi-pot of snake magnets and p.s.’s.  5) 
 Investigated and fixed oscillating yo8-rot3-2.3-ps.  6)  Installed the newly made setpoint cards into alcoves 5C, 7A 
and 7C.  7)  Alcoves 3C, 9C, 9A & 7C have DCOC of snake/spin set to 350A (5.83V) of those successfully hi-
potted.  8) Swapped out two correctors: yo4-tv11-ps & bi9-octd-ps. 360 360

Apr 5 to Apr 
7 Maint.

RHIC Power Supply Maintenance: 1) All snake and rotator p.s.'s checked for loose D connector connections.  2) Yo12-qgt-ps 3u control 
chassis swapped out.  3) Yo12-qgt-ps and yo9-qgt-ps node card cables swapped out.  4) Bi12-qs3-ps corrector p.s. swapped out.  5) Y12-dh0-
ps and b12-q6-ps had new pc board installed for aux contact fix.  6) The DCOC was adjusted to 175A on all qf8 and qf9 p.s.'s.  7) Spare 
sextupole current regulator cards were tested out.  8) Installed Voltage Monitoring boards in sector 10 for testing purposes. Don Bruno [ rhic 
ps ]  Summary of snake and rotator testing: 1) All snk7-2.3 have been tested to 336 Amps.  2) All snk7-1.4 have been tested to 120 Amps.  
3) All rot3 have been tested to 300 Amps.  4) New ramp diagrams were made, only small changes were made, D. Bruno is distributing the5) 
Polarity checks were done on all snake and rotator circuits.  6) Diagnostic software has been modified and tested.  

m.  
3 days 3 days

Apr 5 to Apr 
7 Maint.

RHIC Maintenance continued / Other tasks done: 1) Both Rings were high potted; the leakage currents were very low.  2) Changed the 
quench protection dump resistors for the yellow ring dipole circuit at 1010A. They are now at their design values.  3) Installed a low-level 
chassis power supply on the top of b10q4. This is right by the blue abort dump. It is being monitored by a new 1-wire lead monitoring b
will see if radiation effects this p.s.Ganetis [ quench ] Return To Physics!

oard. We 
3 days cont. 3 days cont.

22-Apr Maint.

RHIC Power Supply Maintenance: 1) Yellow Link was tripped to replace the UPS Batteries for the Y10DQPSW Quench Switch in building 
1010A. (Reference to April 20, 2004, QLI for Yellow 10a-ps3.B @ 17:18) 2) Repair a shielding wire to the connector of the Redundant DCCT 
for the Yellow Main Dipole.  G. Heppner   3) A voltage monitoring board was fixed in the tunnel for testing we are doing.  4) New timing 
resolver software was installed in the RHIC service buildings.  Don Bruno 120 55

26-Apr Misc.

Timing Resolver Software:  It was discovered that the new software, Version 3.0 for building 1010ATiming 
Resolvers had a slight flaw.  1)  Group B1.R10AQD3, bi9-qf9, bi9-q89, yi10-qf9 and yi10-q89 are missing from the 
new file.  2) Group A1.R10ABQF3, bi9-qf1, bi9-qf3, bi9-qd6, yo9-qd1 and yo9-qf6 when viewing Buffer / Archives, 
does not register, only 0 appears.  3) Version 2.0 was reloaded for now until changes can be made to Version 3.0.

Done while Links 
where Up. 35

29-Apr Maint.

Scheduled 4 hour maintenance: Yo5-rot3-2.3: 1) Inspected Current Regulator card because the Error Signal was not represented 
properly on the postmortems.  Found jumper for E42 to E44 missing, this in turn opens the circuit to the instrumenation amplifier.  2) Replaced 
the Setpoint card.  3) Replaced the Low Res card (S/N 033 out, S/N 079 put in place).  4) Put up a plastice rain barrier sheet as water may h
been dripping onto supply.  Corrector yo5-octf-ps (S/N 095): Replaced with S/N 323, supply tripped on error, MCR unable to recover, AC 
connections at the back of the supply taken out appeared to be not tightly secured as others. 

ave 

240 385

3-May Time Res

Timing Resolver: A1-1004B: After Power Dip Quench (PR-204 and PR-205 on May 3, 2004 at 22:17:16) the Timing Resolver in Building 
1004B, A1.R4 Group lost three channels in Group 1 for bi4-qf9, bi4-qf7 and bo3-qd7 and three channels in Group 2 for yi3-qf9, yo4-qd
qf7.  All indicated 255 as the group designation and recorded 0 read times.  Notified Controls and they verified problem was at our end.  
Reprogrammed timing Resolver with Original V2.0 .sof and .pof files.  Note: When viewed before programming, Verified from the front that 
channels 8A, 7B, 7A, 4B, 4A & 3B where not operational.  Waiting for next quench for automatic reload of software. G. Heppner

7

Done while Links 
where Up. 30

10-May Time Res

Timing Resolver: A.1 for 1004B & B.1 for 1010A:  History:  Had been put back in time (Ref to 26-Apr and 3-
May) to Version 2.0 because V3.0 had some software glitches and needed to be reworked.  Tonight, reinstalled the 
latest Version 3.0 as software had been corrected.  Waiting for a Quench to see if the newest V3.0 is properly 
working.

Done while Links 
where Up. 45

Time Totals: 5700 6561

Prepared by Gregory P. Heppner 19
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